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FOREWORD
Allen Rubin, Geophysics Laboratory

Since the earliest spaceflights, spacecraft have been
plagued with problems caused by the harsh space energetic
particle and hot plasma environments. Some of the sources of
spacecraft anomalies have been discovered after years of
investigation, and engineering solutions for mitigating the
effects of environmental anomalies have been developed. Among the
causes of spacecraft anomalies are surface charging and
discharges (ESD), internal charging and discharges (1D}, and
single event upsets (SEU). The present publication brings
together information about these three anomaly mechanisms and
methods which have been developed to date for avoiding or
minimizing their harmful effects.

Space systems are increasingly large and complex, and a
greater variety of spacecraft systems are proposed as time goes
on. The spacecraft engineer needs to consider these anomaly
mechanisms in the design phase, that the increased utilization of
space is not unduly hampered by anomalies.

This publication is a contribution to spacecraft engineering
which can serve as an introduction to these three anomaly
mechanisms.
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There is an old adage which says, "Fool me once shame on you, fool me twice shamc on me.”
For some time now the satellite community has been surprised, if not fooled, by the anomalcus hehavior
satellites have experienced from electrostatic discharge (ESD), internal discharge (ID), and singlc ¢ vent upsct
(SEU) phenomena. Both the frequency and severity of these upsets have been much more troublcsome than
had been anticipated. Chapter 5 covers but a few of the opcrational impact problems which have resulied in
everything from a mere nuisance to the loss of a multimillion dollar satellite.

For those who design, fabricate, and operate these complex and expensive satellite sysicms it is
time 10 say, "Yes, we were fooled, but we shall not be shamed, because we are going 10 design and build
our next generation of space assets 10 be immune to ESD, ID, and SEU upset phenomena.”

This will require a dedicated effort on the part of everyonc associated with the program. Systcms
architects, specification writers, mission planners, operations personael, and all sysiems contractors must
dedicate themselves to the idea that hardness assurance against ESD, ID, and SEU will be an intcgral pan of
their efforts. The tineliness of such a commitment is also important, for unless these principics arc
subscribed 10 at the outset of a program (with no thought 10 retrofits), the desired immunity is not likcly 10
be achieved, at least not in a cost-cffective way.

Robert Pruest
Radiation Consultants Inc.
October 14, 1987



ABSTRACT

Anomalies on spacecraft can be avoided by understanding their mechanisms and causes. This
handbook discusses single event upsets (SEUSs),. surface charging and discharging, and internal or deep
dielectric charging along with methods available for the reduction or elimination of the effects they can
cause in spacecraft.
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1.1.1. How a Satellite Failure Leads to SCATHA

Oneomnefmnscswﬁws~unﬂizycmmmm:nnic~faﬂed. When that occurre

anomalics? While suppositions ran from onec extreme (0 another, Sherman DeForest observed a curious
on ATS-5 and 6. During times when the magnetosphere was disturbed, his particle spectromete:
observed that the entire satellite charged (DeForest, 1972). Environmental data from ATS-5 (Sharp et al., 19



showed that the environment could be characierized by plasmas with electron densities = 0.1 10 1.0 cm3 and
temperatures charscterized by kT ~ 1 10 20 keV. It was readily concluded from this that the spacecraft potcatial
could reach minus 10 kilovolts. At potentials of 10 kilovolts, discharges could easily be imagined, and the sourcce of
the anomalies was suspected to be those discharges. A number of investigators began piccing together parts of the
puzzle. Engineers examined what effect discharges would have on satellite electronics. Space physicists investigated
the environment. Material scientists examined typical spacecraft materials to detcrmine their charging characteristics.
Physicists calculated charging as a function of geometry, sunlight, and materials. By 1973 both the Air Forcc and
NASA were aware that they had many common technology problems when operating in a space environment. In
1975 a joint program to investigate spacecraft charging was begun which included a spacecraft devoted particularly 10
measuring the environment and its effects. The P78-2 spacecraft (launched 30 January 1979) had two initial
objectives: 0 measure the charging and to measure material effects (Shane, 1977). Other parts of the spacecraft
charging at high altitudes (SCATHA) program included ground experiments and the development of a computer
model for charging of spacecraft surfaces -- NASCAP (NASA Charging/Analyzing Program). From this cffort a
number of environmental interaction studies have evolved. Guidelines, rules of thumb, and specifications have
resul’ed from some of the data collected. Other investigations have grown out of the original SCATHA cffort. The
Combined Release Radiation Effects satellite (CRRES) is an example of a spacecraft, like P78-2, which is designed
10 measure and quantify environmental interactions so that anomalous behavior of spacecraft can be understood and
controlled.

Failures of complete spacecraft, such as the early DSCS failure, are unpleasant. Long investigations arc
costly. As George Inouye stased in a summary of his experience with DSCS, "Our experience oa the DSCS
satellices has been that 3 great deal of effort was required 10 identify the sources of anomalous behavior, whether
internal or due t0 the ambient environment. In the final analysis, in spite of concentrated ‘desective work,” some of
the conclusions that the eavironment was the most likely causative source were arrived at by an climination proccss
rather than by a more direct approach because of the lack of diagnostic data™ It is important then not only to design
immunity im0 cach new space sysiem but 10 prepare for future systems by monitoring and reporting on anomalics
that do develop.

1.1.2. Costs of a Hardening Program

Viewed as a whole the cost of a well integrated environmental program as part of the total sysicm program
more than offsets its cost in terms of retrofit costs, downtime, ease of use and reliability. It is estimated that 1o
harden the shuttic would have cost about 5% of the total system cost if its threat environment had clearly defined and
thege was a commitment 10 design for immunity from the start of the program. To retrofit the shuttle aficr the
design was complete would have cost 35% of the total system costs. A large part of the increased cost is the
redesign needed 10 accommodate improvements required for hardening. Real cost savings can result from carcful
planning which includes environmental considerations from the beginning of the program.

1.1.3. System Test Plans

System test plans are approval documents rc Juired early in the program by the SPO (system program
office). Figure 1-1 shows the relation of space environmental observations/forecasts o the sysiem plans. At the
start of a program the likely environmental conditions are specificd as an input in the sysiem requirements. How
well the system will respond 10 these predicted environments or worst case environments is assessed during the
preliminary and critical design reviews. Reviews by environmenal specialists of actual hardware as wcll as dcsigns
during the implementation phase insure that design trades are carried out and problems avoided prior (0 testing.
Environmental tests prior to launch uncover any environmental problems which were not correctly addressed. A
final review of environmental requirements specified at the start of the program provides environmental updatcs/alerts
which occurred during the program. Following launch, on-orbit checkout uses environmental predictions and real
time data 10 qualify the system and as input to anomaly scenario planning as necded. During the uscful lifc of the
system, environmental forecasts are used, and anosnalies reporied. Flight experience and environmental monitoring
of the real system make an important contribution to the next generation of space systems.
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1.1.4. Successful Tests

The success of tests (both ground and operationally on orbit) is aided, or even hinges on, timely, accurate
0 the extent possible) space environmental observations/forecasts. Appendix 3 lists both measured and predicted
nvironmental databases available for the system developer/user. The functional effectiveness of the entire system is
nhanced by the timeliness and accuracy of environmental specifications, predictions, and measurements.

The ground processing function, where output data consist of or contribute to decisions, is enhanced by
actoring in (or factoring out) the known, measured, or predicted state of the environment. Appendix 3 lists sources
f this kind of environmental data. By correlating certain classes of anomalies with the environment and having up
0 date environmental information, unexpected anomalies can be quickiy categorized and resolved.

1.2. Structure of this Book

This text deals with three kinds of anomaly producing effects of a charged particle enviroament: surface
lischarges, imernal discharges, and singic cvent upsets. Various names have beea given to the effects we wish 0
alk about: surface discharges or electrostatic discharges (ESDs), internal discharges, and single event upsets (SEUs).

Surface discharges are sometimes referred 10 as clectrostatic discharges (ESDs) although there is not much
tatic about ESDs. At other times surface charging is what is meant by spacecraft charging: however, spacecraft
harging is many times used as a much wider term in which all phenomena involviag charging are referred 10.
Spacccraft charging in the widest sense includes surface as well as bulk charging and discharging phenomena. For
larity in this text we have divided spacecraft charging into two pasts: charge buildup and discharge on the surface of
he spacecraft, and charge buildup and discharge interior 10 the spacecraft. This is a convenient enginccring definition
secause it separates the environment of concer into those particles initially at low energy in the spectrum, and those
with sufficicat eacrgy 10 penctrate the skin of the spacecraft and deposit charge inside the spacecraft. It is not a clean
livision from the point of view of the charge buildup and discharge processes involved because particles which
penctrate the skin of the spacecraft may help buildup charge on the surface of materials interior t0 the spacecraft, in
xactly the same manner as charges build up and discharge on the surface of the spacecraft. However, onc docs not
aced 10 consider charged particle transport, 10 first order, 10 calculate charge buildup on the surface of the spacccraft,
while one does in considering charge buildup interior o the spacecraft.

Insernal discharges are also referred (0 as electron caused clectromagnetic pulses (ECEMP) and are the result
of internal charging, deep diclectric charging, or spacecraft charging

Single event upsets or SEUs are also called bit flips especially when soft esrors are meant. By soft crrors
one usually means errors in the sense of wrong bit values, but not with damage to the hardware. Single event upsct
as used in this book refers to the change of a bit in an integrated circuit (IC) by a single particle during which no
damage was done 0 the IC. Recent rescarch suggests that a more descriptive name would be single particle
phenomena, with single event upset, or soft error upset as a subclass of the larger phenomena. In fact certain
latchups of ICs have been attributed to single heavy ions passing through a sensitive region of an IC. These
developments are not included in the present iext, but the reader should be aware that this field like any other
dynamic area of research will change as progress is made in exploring and understanding these sffects. We have tried
to be consistent with our terminology, but the reader should recognize that various names will continue to be used to
refer to these effects and that new names as well as new aspects of these effects will continue to be introduced into
the literature.

1.2.1. Electrostatic Surface Discharges (ESD) -- Chapter 2

Chapter 2 is concermed with surface discharges. Electrostatic discharges occur when differential charging of
adjacent parts of a space system exceeds the breakdown potential of those parts. Charging is produced when a solid
object is immersed in a plasma (Figure 1-2). Typically potential differences on the order of 500 volts are needed 0
produce ESDs that are significant to an operating system (Figure 1-3). The environment which causes surface
charging and eventually ESDs is primarily the plasma environment which is characterized by the electron and ion
temperature and density. Near earth the ultraviolet flux from the sun plays a key role by releasing clectrons from the
material through a process called photoemission. The material characteristics of bulk conductivity, surface



conductivity, secondary emission properties, and photoemission properties play in.portant roles in the charge state
of the surface. In steady state, the potential of a uniform surface is desermined by requiring that the net current to
surface be zesc.

A number of design, assessment, test, and monitoring techniques are available to contro! a space system'’s
ESDs. In some cases detailed specifications and procedures have been established which are applied 0 almost all
systemthxmanlLspets;howem,hisﬂmos(dwayswisemmsmizeumspecswmepanicularmmat
imposed on a system. If notiting else, this insures that the effect is understood by the program affected, and that

Figure 1-2. Surface Discharges Result From Charge Built Up on the Surface of the Spacecraft.
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Figure 1-3. ESD Chanceristics. Typical ESD pulses are generated on reasonably large surface arcas and
0 range from 1 to0 several hundred volts with pulse widths in nanoseconds. When coupled
10 the spacecraft the signal can be stretched into microseconds.

1.2.2. iInternal Discharges -- Chapter 3

Chapter 3 is concerned with internal discharges. Internal discharges are important when a sysicm is
ted 10 operate in an environment where penetrating radiation causes charging ir.side the system. The basic
cs of this charging process is very similar 10 the plasma effects covered under ESD, but now the clectrons or
e passing through the "surface” of the spacecraft and deposit charge on and within materials inside the
craft (figure 1-4).
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ndent on the environment, the shielding provided by the spacecraft, the material which is charging, and the

retry of the charged materials. System response to internal charging depends on the location of the discharge and
ensitivity of the circuits. Since intenal discharge can occur within the circuits themselves, discharges that

d go unnoticed on the exterior of a space system ca~ be significant when they occur internally (Figure 1-5).

is an area of current research; nonctheless, various options are available for testing and circumventing the cffects
leraal charging. For specific missions, critcria can be generated which will eliminate or reduce intcrnal

large Concerms.

30V Typical ID pulse
1V NAAARA circuit
’ sensitivity
NN/
1 100

Pulse width (nanoseconds)

Figure 1-5. ID Characteristics. Typical ID pulses are generated on reasonably small surface
areas or in small volumes of insulators and so range from 10 1o several
hundred millivolts with pulse width in nanoseconds.



1.2.3. Single Event Upsets (SEU) -- Chapter 4

Chapter 4 is concerned with single event upsets. Single event upsets occur in microelectronics 1
single particle, usually a heavy ion or proton, deposits enough charge at a sensitive node in the circuit to
circuit to change state. The feature size of the electronics helps determine the sensitivity as well as the pr
of a single event upset occurring. In its most simplified description, an SEU is a threshoid phenomenon.
particle deposits sufficient charge along a sensitive path in a device the event will occur. This is illustrau
1-6. In the first part a single heavy ion which is losing energy by ionizing the atoms of the material it i
mwhwemdwmdm@ladepkthlmgimdmmmisum.ﬂip-fbpchcm Depending
chngemﬂxﬁmeﬁ'mhncyofmedcvbemmemﬁmconhemp-nw,mkmmmempﬂq
state. In the second exampie in Figure 1-7, a proton causes the same reaction in the circuit by means of f
a nuclear reaction in or very close 10 the sensitive region. In extreme cases, it is possible for the proton t
SEU directly. Hmm.mswﬁd:msuﬁﬁnnmmdynpmhblymﬂdﬂefawap
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change of state of the induced ionization along the
memory particle track

Figure 1-6. Direct Ionization SEU. Sensitive region is typically the depletion region,
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Single Event Upset Mechanism
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Figure 1-7. Proton Induced SEU. Sensitive region is typically the depletion region,
akhough charge can be collecicd a considerable distance from the
depletion region.

The descrmination of the SEU rate is central 10 the development of techniques necessary 10 circumvent the
effects of aa SEU. huﬁeih@mkﬂ.a'ﬂkmuuyumﬂkmqﬁwn
meet the reliability requirements of the mission. On the other hand, an SEU rase which is large compared 10 the data
wgﬁﬁﬁmt’nedhuymawmndkebwﬁunmﬂcmw.
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the use of parts which are more and more seasitive to SEUs. A considerable effort has beea spent in discovering
mhmmuwﬁuummum:nmumm These techniques are
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procurement of radiation and SEU hard parts for specific space applications.



There are a muititude of environments which must be considered in assessing the SEU rate (Tablc 1
Not only are cosmic rays, specifically the heavy ion component, 10 be considered, but protons and heavy ion
solar flases or in rapped radiation belts can contribute significantly 10 the rate during critical times of the mi
Even electrons through a nuclear reaction have been postulated as causing SEUs. Therefore it is even more
important 10 recognize the spatial dependence of the phenomenon when considering sysiem engincering ooti
The heavy ions in the carth’s radiation belts are most likely amenable to a simplc mass shiclding solution, w
many times it is "impossible” to shizid against cosmic hcavy ions. Recognizing the complexity and richn
environment as well as the effect goes a long way in leading a program to effective and practical solutions «
possible SEU concem. Nonetheless, there are workabic and cffective solutions possible for many SEU conc
Again the key is an carly understanding of the problem so that intclligent solutions can be found.

Table 1-1. SEU Causing Environments

Particles Environment Remarks
Heavy ions Galxctic Cosmic Rays very high energy
Solar Flares large flux
Trapped Belts large flux; lower encrgy
Protons Galactic Cosmic Rays smaller than belts
Solar Flares large flux
Trapped Belts large flux; lower encrgy
Alpha particies Packaging Maserial radioactive decay
Trapped Behs see heavy ions
Flares see heavy ions

1.2.4. Anmomalies -- Chapier §

No single word hides its significance and impact as well as anomaly. Perhaps it is useful and uscc
simply because it conveys so little information. It could result in the total loss of a mission or could bc a
but nonconsequential occurrence. In this book we are dealing with anomalics that occur because: a surfacc
and then discharged (ESD); charge was buried inside the system (Iniemal Discharge); or a single particle hit
in just the right manner 10 be noticed. It is certainly possibic that any onc of tese occurrences could have
consequences. It is also possibie that nothing of significance would flow from such an occumrence. Each s
individually needs 1o determine the impact of these environmental interactions. Chapter 5 describes some ¢
experience the community has gieaned in dealing with anomalies. To those pioneers who have gone before
give praisc and thanks.

The rate, scriousness, and other characteristics of each of the anomalics described in this book will
considerably from onc program 10 another. What is important to all programs is that each of these phenom
and docs occur, and that design, test, and operational lechniques exist which can mitigaie the conscquences
phcnomena.  This text hopes to inspire programs 10 deal intelligently with the issue of environmentally pi
anomalies, and 10 diligently report the anomalics which do occur. Significant reduction in the anomalics pr
by ESD, ID, and SEU is achicvable by the techniques described in this text. The difficulty of dealing with
anomaly depends in part on the rate of its occurrence. This is illustrated in Figure 1-8 iniroduced by Gentr
when dealing with the single event upsct problem which occurred on Galileo. The poinit is that the difficu
dealing with a problem is a function of the raic at which it occurs and the risk one is willing to take. Int
the ratc were low enough it could be ignored; if it were significant but small, timers or error correcting tec



could be used; if it were high enough, nonc of the known techniques could be used within the constraints of power,
weight, and schedule.

Impossible

Hard

Easy

Normalized pain coefficient

Rate at which anomaly occurs

Figure 1-8. How Much Trouble an Anomaly Will Cause a Program Depends on How Ofien it
Hagpeas, and How Significant the Impact is. Each posential anomaly needs 10 be
evaluated in terms of its rase of occurrence. Those which do not ofica occur are
in general casily fixed (Gentry Lee, privase communication, 1987).

1.2.5 Engineering for Immunity -- Chapter 6

Sometimes it scems that the anomaly is the center of atiention. However, the reader should not lose sight
of the fact that the elimination of anomalies is what is desired. Chapter 6 deals with methods used to control or
climinate the anomaly. A system that doesn't respond adversely 1o the environment is what is desired, no mattcr
how interesting the phenomenon which causes anomalies may be.

In Chapter 6, methods which cither eliminate or reduce surface and internal charging (primarily by:
providing conductive paths and increasing the conductivity of insulating materials, decreasing the coupling from the
discharge sites to the sensitive circuits through the use of a Faraday shield and filtering, reducing the flux of particles
incident on the volume or area of concem through the use of shielding, or reducing the sensitivity of the victim
circuit susceptibility through good EMC practice and careful part selection) are discussed. In addition some mcthods
of actively influcncing the environment to control absolute charging of the spacecraft by plasma emitters are
discussed. As with all system engincering problems, care needs (o be exercised to include the most appropriate
engineering response for a given situation. Monitors are described in the appendix which can be used w0 gather
information on the environment, as well as determine the health of the spacecraft and help determine the causc of any
unforeseen anomalies.  With the ultimate goal of engineering for immunity let's examine in detad the specific
environmental interactions of concem here -- surface charging/discharging, intemal discharging, and single event
upsets.

It is the hope of AFGL, the authors, editors, and the SEAREC committee that this book will cnable space
system designers, enginecrs, users, and program offices to take advantage of the knowledge of the spacc environment
and its effects on space systems in the "community.” We hope this book will lead to a better understanding of the



surface charging/discharging, internal discharging, and SEU anomalies and their solutions. A completc sysicm
design depends on the independent sciences which are central 1o these effects, i.c., space physics, material scien
device physics, and system enginecring. In the limited space of this text we will not cover each area in depth, |
provide an answer book for all situations, but hope to point out the areas involved and give the readers a runnir
start on understanding the basic issues. In fact, many areas touched on in this book are under active invcstigati
In general, anomalies such as the ones we have been discussing have three distinct levels. A system
approach allows the program 10 attack the problem on each level. No matter where the problem occurs, it mus
transmitted to its victim through some medium. This is illustrated in Figure 1-9. To attack the problcm at i
source, onc needs to modify or avoid the situation which causes the event. To attack the problem while it is b
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Electronic Design

Figure 1-9. Systems Approach

transmi.ied to the victim, one needs to modify or eliminate the transmission path. To attack the problem at tl
victim, one needs to modify the sensitivity of the victim to the signal which could disrupt it.

By distributing the responsibility for finding solutions 0 the problems of environmentally induced
anomalies across all responsible groups, a program can eliminate in a cost-effective manner the effects of thes:
anomalics (Figure 1-10). When implemented with a supporting environmental program and provision for rcj
any anomalies that do occur the result will be more reliable and cost-effective space systems.
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Figure 1-10. Program Organization

1.3. The Bottom Line

Ultimately, the cost of performing a mission detcrmines whether or not the mission will be donc.
Ultimately the quality of the system determines whether or not the sysiem will be used. Eliminating anomalics
tends 10 save operational costs, make the system more user friendly, and make the sysiem more reliablc. A program
which is alert 10 the effects and causes of anomalies from the beginning can design in immunity to thosc anomalics.
Even a program which discovers an anomaly late in its development can deal intelligently with it and produce a
system with some immunity. The costs of this effort need to be weighed against the cost of operating with the
anomaly, and the usefulness of the sysiem with or without the anomaly. Useful systems depend on doing
everything possible 1o produce a reliable design. In the long run, environmental anomaly control is worth the added
cost and effort demanded of programs in the design, implementation, and operational phases.
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SURFACE DISCHARGES

2.1. Surface Charging
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Figure 2-1: Spacecraft chargiang

2.1.1 Outline of chapter

This chapter is easily divided mto several major areas. Afier the introduction (section 1) and some
lefinitions, there is a discussion of the concerns raised in design by spacecraft charging (section 2). This is followed
by a discussion of the charging mechanism (section 3). This is essentially 2 more detailed explanation of the
sharging figure above. Knowing the mechanism is important to recognizing what environments represent a threai to
ipacecraft operations; the environment is described in section 4. Section S discusses the breakdown mechanism.
Section 6 covers a number or spacecraft or system effects that are relased 10 spacecraft charging. Mitigation
echniques that can be used to minimize spacecraft charging are covered in chapter 7.

2.1.2 Definition

Surface charging is defined as those phenomena associated with the buildup of charge on exposed exteral
surfaces of spacecraft. (Spacecraft charging is a generic term for all charged particle interactions with a spacecraft.)



In this chapter our attention is direcied 10 surface charging, that is charging of the surface of the spacecraft by its
interaction with the space plasma, magnetic ficld, and solar radiation. In many situations this analysis is sufficien
because the preponderance of particles effecting the charging state are low energy particles in the plasma
environment. In this context low energy means particles that do not penetrate further than the first layer of the
spacecraft, that is electrons up 10 about 50 keV and protons up to about .5 MeV. As illustrated in Figure 2-1, the
net current across a surface in the plasma must be zero (0 maintain the overall charge neutrality of the plasma. If
net charge flow across a surface is not zero then charge must be building up on one side of the surface and decreasil
on the other. Although this can happen for some period of tiine eventually a equilibrium value is reached. Ina
plasma charge neutrality is maintained becaus< of strong, long range clectromagnetic forces. Across an imaginary
closed surface which is large enough to hold a significant amount of plasma the net current will be zero. This onl
requires that the there are an equal number of charges {lowing across the surface in opposite directions. Any
isotropic flow will met this condition of zero net current. There are many other configurations which will produce
zero net current across a surface in the plasma. However, when a soiid surface (such as a spacecraft) is inserted
suddenly, compensating cusrents are now radically changed, and for a time charge buildups on the spacecraft until t
net current across the surface of the spacecraft is zero. During this period the spacecraft accumulates charge, forms
sheath, and if no discharges occur eventually reaches a equilibrium with the space plasma and radiation so that a
surface drawn around the spacecraft will not have any net current flowing through it. Depending on the geomietry
and maserial properties of the spacecraft, different charge levels may occur on different surfaces. The whole potent
distribution on and around the spacecraft can be quite complex. The mechanism involved in charging spacecraft w
be discussed in more detail in section 2-3

Two types of surface charging can be identified. The first, absolute charging, occurs when the entire
spacecraft potential is changed relative 10 the ambient space plasma by the eacounter with the environment. For
absolute cherging the spacecraft poteatial changes as a whole - the diclectric surface voltages are “locked™ 10 the
ground reference voltage. This type of charging occurs very rapidly (in fractions of a second), typical of the time
required 10 charge the spacecraft 1o free space capacitance.

The second type, called differential charging, occurs whea parts of the spacecraft are charged to different
posentials relative to each other. This type of charging is more significant from an engineering point of view. In
this type of charging, strong local electric fickds may exist. Differential charging usually occurs slowly (in minut
and results in one part or surface being charged 10 a potential different from those of other parts of the spacecrafi.
Differential charging can also change the absolute charging level of the spacecraft.

2.2. Concerns

The kinds of things that can go wrong when charging is allowed to go unchecked are: electrical discharg
that couple into sensitive circuits, noise in data and on spacecraft systems’ wiring, accelerated aging of surfaces,
increased contamination of spacecraft surfaces duc (o the reattraction of outgased and ambient material, and the
contamination of scientific and engineering charged particle data by electric fields induced by the presence of the
spacecraft.

Whether or not charging/discharging is important to a given system depends on the system's objectives 2
constraints. The buildup of large potentials on a spacecraft relative to the ambient plasma when the spacecraft is
actively measuring an undisturbed plasma environment is not, of itself, a serious engineering concern. Spacecrafi
electronic systems referenced 10 a structural ground are not affected by a uniformly charged spacecaft. However,
scientific missions, seeking to measure properties of the space environment, can be severely impacted by
uncontrolled or unknown potentials on the surface of the spacecraft. The sheath formed around even a uniformed
charged body influences the trajectorics of particles near the body. Since the instrumests we use 0 measure the
particles and fields are mounied on the spacecraft body, the environment they are sampling is distorted by any fiek
induced by the presence of the spacecraft body. Here even uniform fickds may represent a serious concem. For
example the placement of particle sensors on the Galileo mission was influenced by small unavoidable potentials
the spacecraft surface (Leung and Robinson, 1982). Uniform charging must also been considered as a means of
increasing the contamination of charged surfaces in space. Here the concem is that a charged surface will atract
oppositely charged particulate matter which can then stick to the surface. Optical surfaces are particularly sensitiy
to contamination and raise questions for both charging and contamination analysis.



Spacecraft surfaces are not uniform in their material propertics or exposure (o the environment, so one
would not necessarily expect 10 scen a uniform charge distribution over the entire spacecraft surface. Nonuniform
charging can influence the measurement of the ambient plasma distribution even more severely than uniform
charging (Olsen, 1980). However from an engincering point of view, differential charging that can lcad to discharges
is the major concem. Discharges introduce noise into the system. Occasionally this noise interrupts normal
spacecraft operation, or represents a false command. This spacecraft charging effect was the motivation for the
SCATHA program and needs to be included in electromagnetic compatibility (EMC) design practices in systcm
design. In the process of breakdown it is possible to cause physical damage where the discharge occurred. Thus it is
possible 1o change the physical characteristic (thermal properties, conductivity, optical parameters, chcmical
properties, etc.) where the discharge occurred. In addition the release of material from the discharge site has been
suggested as a contamination source for the remainder of the spacecraft (Hall 1977).

Charging and discharging due to the interaction of the system with the natural environment raiscs concems
in the areas of electromagnetic compatibility, contamination control, thermal control, reliability, and scicnce
analysis.

2.3 Charging Mechanism

In most environments of engineering interest, the largest cusrent 10 the the spacecraft surface is the plasma.
Consider for example a plasma in “thermal equilibrium.” Such a plasma easily swiisfies the zero net current
condition of a plasma. Even through the clectrons and ions have very different velocities, for every electron traveling
in one direction there is another clectron traveling in the opposite direction on the average. The same is truc of the
protons. So an imagined volume will on the average contain equal numbers of positive and negative chage carricrs.
Now imagine a maserial which completely absorbs every charged particle that impacts it. When that solid object is
inseried into the plasma, half of the electrons and protons are prevented from reaching the opposite side of the object
(that is they intercept the other side of the object.). The average velocitics of the electrons and protons can be

%ﬂ = %"“VZ - %"\’vlz’ @2-1)

where the subscripts refer 10 either electrons (€) or protons (p), k is Boltzmann's constant, v is the average vclocity
and m is the mass. Clearly the average electron velocity is mach larger than the average proton velocity. Since the
current is proportional to the average velocity times the density (assumed to be the same for electrons and proton in
this plasma), the electron current hitting the absorber will be higher than the proton current. Thus a ncgative charge
will build up on the material. This will continue until the electric field produced by the accumulation of charge is
sufficient to repeal electrons and attract positive ions. Thus there is a charge build up until the eguilibrium condition
of zero net current is reached. Real spacecraft, of course are more complex. Real plasmas may not be describable as
a Maxwellian plasma. The surface of a spacecraft is made of a number of materials with different electrical
properties. One of the key properties being the number of electrons released from the material when impacicd by an
electron or ion. This secondary emission coefficient is tabulated for a number of popular spacecraft matcrials later in
this chapter. For real materials the secondary emission coefficient, backscattering and geometry of the matcrial all
play a role in determining the net current to the surface. In addition the electrical interconnection and gcomctrical
relations of one part of the surface 10 another can play a key role.

Consider a spacecraft with two basic materials on its surface -- onc a conductor, the second an insulator (for
example the insulator might be the solar cell cover glass (silicon), while the antenna and exposed structurc might be
aluminum). The zero current balance condition needs to be applied at each surface point for the insulator. Solar ccll
covers at one location may see larger fluxes than another location due to distortions in the environment or produccd
by differential charging about the spacecraft.. While the conductors integrate curreats from all surfaces that arc
clectrically connected. Clearly with complex three dimensional geometries the determination of currents (o cach pan
of the spacecraft can be quite complex. This problem has becn studied for a number of years. The compuicr code
NASCAP (NASA Charging Analysis Program) was originally developed in support of the SCATHA (Spaccecraft
Charging AT High Altitudes - a joint Air Force NASA project) program to handle the geometric and matcrial



complications inherent in realistic charging calculations. NASCAP is described in more detail in the appendix.
Simplificd codes based on NASCAP results also exist (N. J. S:icvens, private communication, 1989)

2.3.1 Sheath Formation

When the spacecraft is at a high altitude (for example geosynchronous) the mean free path of both electrons
and ions is very large compared to the dimensions of the spacecraft and individual particle trajectories are controlied
mainly by the electric and magnetic fields near the spacecraft. NASCAP was writien to handle spacecraft charging
calculations in this regime. While at low altitudes, or when the spacecraft is moving at a velocity which iz high
compared to plasma velocities, particie trajectories arc influenced by the presence of other plasma particles. In this
case sheath formation, ram, and wake effects are very important. A second three dimensional computer code called
NASCAP-LEO has been constructed to handle this situation.

In plasma physics the parameter which describes the length over which an electric field exists in a plasma
(which is essentially a conducting gas) is the Debye length. In gaussian units the Debye length is

An= =743 cm.
° 4rne? n -2

where T is the plasma semperature in clectron volts, n is the density in particles per cubic centimeters, € is the
clectron charge and k is Boltzmana's constant. At gyrosynchronous orbit the Debye length is long compared (0 the
spacecraft dimensions for typical 1980's communications satellites and so the NASCAP code is a good choice. At
low altitudes, the Debye length is short compared 1o the size of the Shuttle or the space station or even weather
satellites, and consequently the LEO code is the more realistic choice.

2.3.2 Plasma Curreats

The environment plays a key role in determining the electron and ion currents to and from the spacecraft
surface. If the surface is insulating, the net current W each point on the surface in equilibrium is zero. If the surface
is conducting, the sum of all currents to the connected conducting surfaces sums to zero. The net current 10 a surfac
is the sum of currents due to ambient electrons and ions, secondary electrons, and photoelectrons.

The density of the plasma determines the primary currents.

d=nq(v) (23

where n is the density of the plasma, q is the charge on a particle, (v) is the average velocity of the particle, and J is
the current density of particles of charge . A "thin" or tcnuous plasma of less than 1 particle/cm3 will charge the
spacecraft and its surfaces more slowly than a "dense” plasma of thousands of particles per cubic centimeter with the
same velocity distribution. The current density can also affect the conductivity of the material through an effect
called radiation induced conductivity. The conductivity helps determine the leakage current throughout the material,
and hence the likelihood of differential charging.

23.3 Current Balance

The equation for current balance (to caiculate the equilibrium spacecraft potential, V) including secondary
emission processes is

Liotal =Te + Ti + Tese + lei * Ihac * Thy * Lother (2-4)



ch of these currents is a function of the potential. The potential enters the equations through the dependence of the
locity on the potential. 1 is the total current (which will go 10 zero in equilibrium).
The first term is the electron current from the plasma to the surface.

V=00
Ie=nc(v)=]d2rf dv f{v,r,t) e v cos 0
v=0 (2-5)

lere n is the electron density, e is the charge on the electron, (") is the average electron velocity, f is the
stribution function, and theta is the angle between the normal to the surface and the velocity. This term is
legrated over whatever surface "sees” any plasma. For conductors in space the appropriate surface is all of the
aducting surface. For insulators each point of the surface is done individually. If f is the distribution function for
sctrons the next integral is over all electrons which reach the surface with a velocity of zero or greater. This will
‘course depend on the potential of the surface. The cosine factor accounts for the projection of the actual surface to
¢ distribution function. The charge on the clectron is e. The second current in the total current equation (2-4) is a
milar integral for the jon curreat.

Whn electrons impact on a surface there is a finite probability that they will release one or more electrons
om the surface. This effect, called secondary electron emission, is accounted for in the next two terms of equation
4. The first is the secondary emission due t0 incoming clectrons. The second is the emitied electrons for
coming ions. The integral for clectrons is

L= [ & I: &v £(r,v,1) §v) h‘v,e) cos 0

(2-6)

he integral is over the appropriate surface, but now the distribution function is weighted by a probability of
mission delta that is a function of the velocity,v. In addition there is a dist:ibution of velocities for the emitted
lectrons represented in this equation by h. The resulting secondary emission current is still a function of the
otential of the surface. A similar expression could be written for ion secondary electron production. The total
umber of electrons with energy less than 50 eV, called the secondary electron yield, as a function of the incident
lectron cnergy is shown in figure 2-2. The important parameters, experimentally, are the maximum yicld, the
icoming electron energy at the maximum yield (E2), and the electron energies at which the secondary yield is
xactly one which are E3 and E; in Figure 2-2.
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Figure 2-2. Sccondary Electron Yield

Accurate measurements of the secondary yicld for diclectrics which charge are difficult when a full
description is desived. Katz ct al. (1986) describe secondary clectron emission with the following equation

19
¢
= 27

where the range of clectrons in the material is proportional to the energy to the power p. The exponent, p, is
typically between 1.5 and 2; Ej is the energy at which the secondary yield extrapolates (o unity. Some typical
values are lisied below in table 2-1.

Y(E) =




— Table 2.1 Secondary Emission Parameters

E3
MATERIAL p keV) Reference
Aluminum 1.76 1.8 NASCAP
Aquadag 1.55 12 NASCAP
Gold i.73 4.6 NASCAP
Kapton 1.725 1.53 Burke 1980
Lucite 1.725 3m Burke 1980
Magnesium 175 0.7 NASCAP
Mylar 1.725 2.07 Burke 1980
Nylon 1.725 3.15 Burke 1980
Polyethylene 1.725 4.02 Burke 1980
Polystyrene 1.725 227 Burke 1980
Poly vinyl alcohol 1.725 3.51 Burke 1980
Silver 1.74 40 NASCAP
SiOy 1.86 48 NASCAP
SOLA 1.73 463 NASCAP
Teflon 1.725 4.75 Burke 1980

Characicrizing the secondary emission by the two parameters in the table above can be done crudely and
kly by measuring the equilibrium potential of the surface for a sampic of the material where the Icakage current
pt as low as possible. The surface of the material in such a situation tends 10 be the electron beam encrgy
i E3, the energy at which the secondary yield extrapolates to one.

Another popular fit to the experimental data is Stemglass (1957):

JE) =17.43, —g_z expl -2 -EE,;

(2-8)

re 8y is the maximum secondary yicld, and E) is the energy at which the secondary yield is at a maximum. Here
is the number of secondary electrons emitted as a function of the energy, E, of the incoming electrons.

The next term in the total current series (equation 2-4) is the current of electrons leaving the surface due o
scattered clectrons.  This term looks identical to the plasma current except for a factor B.

=[B=ne(v)= f dr L'o d’v B{v)f{v,r,t)e v cos 0 25

n electrons impact the surface electrons of all energies are observed leaving the surface. The < >ctrons leaving
urface fall into two major energy groups. The low energy ones (below S0 eV) are usually lumped into the
adary emission category. There is also a group which has only had one or two collisions with atoms in the
ice and leave the surface at almost the incident energy. These are the backscattered electrons characierized by the
tion B.



If the surface is exposcd 10 photons, there will be a photocurrent contribution to the total current. ]
current is represeated by

L, =f dzrjow dvHv)g(v.r)

(2-10;

In this term the second integral is over the frequency distribution function, f, for the photons and the photocl
yield g. For materials in orbit around the earth, this is probably the most important surface charging current.
Photocmission has been characterized in a manner similar to secondary emission. Photoemission also depen
the surface condition of the matcrial. Grard (1973b) characterized some materials of interest to spacecraft wit
following parameters for solar fluxes (table 2-2).

Table 2-2 Photoemission Saturation Currcnts

Average Encrgy
Saturation Current Leaving the

Material Density, pA/m2 Surface, eV
Aluminum Oxide 42 .94
Indium Oxide 30 1.19
Goid 29 1.02
Suainless Steel 20 1.06
Graphiie 4 1.02

Purcly empirical, monoenergetic, or Maxwcllian distributions have been used o characterize the sp
photoclectrons. The relatively low energy (on the order of 1 ¢V) of most photoemitied electrons makes thei
particularly susceptible o the barrier effect. (The barrier effect is when the poiential in front of a photocmil
surface is slightly repuisive due to a highly charged region nearby. Thus, photoemitied electrons will be rey
the photocmitting surface, and consequently the cffect of photoemission will be nullified.)

The last term in our current balance equation (cquation 2-4) is meant to cover any other current we
mentioned. This might include any ohm's law current from the spacecraft, currents duc to thruster operatiol
engine currents, ram (current collected by the spacecraft because of its motion through the plasma) or wake(
shock-like structure formed about a moving spacecraft) effects that distort the distribution functions, or anyt
elsc. One current that may play a role and is sometimes overlooked is radiatin induced conductivity.

The conductive current, j1, can be expressed in terms of mobilities and charge densities as

i = B+u et +ipp1E  (2-1D)
The conductivity of the diclectric, g, is
g = C(nl ul + n2 u.z) (2-12)

where ny is the density of intrinsic positive carricrs -- both trapped and free, and n; is the intrinsic density
clectrons. The total charge density for positive carriers is e ny + p1* and for negative carricrs is € n2 + p2



The trap-modulated mobilitics for positive and negative carriers are ™ and ug~, respectively, and p is the gencrally

space-dependent excess charge carrier density.  The intcmnal charge decay in dielectrics is governed by this conduction
phenomenon.  When exposed to a radiation field (UV, charged particle, or neutrons), the excess charge carricr density
is usually increased, increasing the measured conductivity of the material. The current density can now be writicn as

J=(QP+Q1 DYE (2-13)
if the excess carrier density is assumed 10 be proportional to the dose rate. Frederickson (1974), in studying

photocurrents, added a term not proportional 10 E. Wilkenfeld et al. (1981) express the radiation induced conductivity
due to clectrons as a coefficient and the dose rate 10 a power { so that the -ombined current might be writicn as

J =g+ (Qo + Q, (D)C) (2-14)

Some suggested values are listed below (Table 2-3)

Table 2-3 Radiation Induced Conductivity

97 Dose Rate Range
Material A(Q-cm-rad)™! 4 rads/s in Maserial
1 mil FEP 3.5E-17 .70 103 10 105 (Wikenfcld ct al., 1981)
Kapton H 5.9E-18 10 850 103 10 105 (Wilkenfeld et al., 1981)
5.6E-17 1.00
8.0E-17 10 6w (Riddel and Passcnheim, 1982)
7E-16 8
Type S Mylar 1.0E-17 1o 81 103 10 105 (Wilkenfeid ct al., 1981)
4.5¢-18
8E-17t0 8 (Riddel and Passenhcim, 1982)
1.4E-16
Sccond surface mirrors 4E-16 8 (Riddel and Passenheim, 1982)

In addition, there is a dependence on temperature, thickness of the sample, and type of radiation. In high dosc ratc
situations radiation induced conductivity can be very significant.

2.3.4 Distribution functions

A great deal of effort is still needed to adequatcly describe the eleciron and ion environment around the carth.
Alihough well behaved in limiied regions of energy space, the actual distribution functions hold within them detailed
descriptions of the dynamics and complexities of the magnetosphere. Simple approximations are gencrally
inadequate o describe such richness. Nonetheless single or double maxwellian functions have been fit to measured
data 1 help engineers and scientists deal with this complexity, but care is always needed not to push the
approximation to far. Even comparisons with measurements may be misleading, as the natural binning of the
instrument making the measurement may hide some important details of the physics, and make the final
approximation misleading. Nonetheless, great progress has be''n made using double or single maxwcllian



approximations (o the real environments and these will probably continue as our first order approximation bec
the simplifying concept of a single temperature for a distribution.
2.3.5 A Simple Analytic Approximation

For a spherical body and a Maxwell-Boltzmanr distribution, the first-order current densities (the currc
divided by the area over which the current is collected) can be shown (Garrett, 1981) to be given by

Electrons
J1=hoexp (%) V<0 (repulsive)
i1=)10 [1 + (-3.}.'—1)] V>0 (aractive) (2-15)
lons
n=noew (- &) V>0 (rcpulsive)
J2=h0 [1 - (i‘%)] V<0 (aractive) (2-16)

where the incident (zero potential) clectron and ion currents are:

1 1-‘ 172
JIO = anv— — A . .
( 2 ) (‘“‘l) Primary incident
and

clectron and ion
T2 currents

where Nj is the electron density and N3 is the ion density, m) and m) are masses of electrons and ions, respc
and q is the magnitude of the electronic charge.

Given these expressions and parameterizing the secondary and backscatter emissions, Garrett has redu
current balance equation to an analytic expression in terms of the potential at a point. This model, called an .
probe model, can be stated as follows:

o

[ =0 = ALJi0 (1 - SEV.TIN) - BSECV.TI.ND) exp (-

- A0 11+ SIV.T2N) 1 - (g-",‘fz-)] VE e R?)

for V < 0 where A is the electron collection area, A; is the ion collection area, A4 is the photoelectron emis
area, J 40, is the saturation photoelectron flux, BSE the parameterization of the backscattered electrons, SE the
parameterization of secondary electrons, SI the parameterization of secondary electrons from ion impact on th
surface, and @ the solar EUV flux at the spacecraft. This equation is appropriate for a small (<10 m), unifon
conducting spacecraft at geosynchronous orbit in the absence of magnetic field effects. To solve the equatior
varied until I=0. Typical values of SI, SE, and BSE are 3, 0.4, and 0.2, respectively, for aluminum. The El



created photoelectron er.issions usually dominate near carth and prevent the spacecraft potential from being very
negative during sunlit ; ortions of the mission. However, in and near geosynchronous orbit during geomagnctic
substorms the ambier.i hot electron current can control the charging process. For geosynchronous orbit, the ratio of
the electron to ion current density is about 30 during a geomagnetic siorm. When the spacecrafl is in eclipse, these
values give

V~-T (218)

where T is in clectron volts. That is, to first order in eclipse, the approximate spacecraft potential is numcrically
equal 1o the plasma tcmperature expressed in electron volts. Note, however, that T} must exceed some critical valuc

(Olsen, 1983; Garreut, 1981), usually of the order of 1000 eV, before charging will occur because secondary clectren
production exceeds ambient current for low Tj.

2.3.6 System Charging Characteristics

There is much more 10 understanding the charge buildup on a complicased spacecraft system, than the
simple calculation of the charge flowing 10 a surface. All of the surfaces, their interconnections and gcomctry play a
role in the cusrent flow 10 and around a spacecraft. The very simple analytic probe mode! just covered emphasized
the plasma conditions for the cusrent flow. Just as important are the magnetic ficld, the geometry, and the
imerconnection of the arcas involved. A simple engineering approximation which begins 10 consider these
interconnections and the geometry of the surfaces is 0 view the spacecrafit as a collection of capacitors. The
capacitance of the spacecsaft body 10 space, for example, detcrmines the time required for the spacecraft as a whoic o
reach a potential. Thermal biaskets, instruments, and other parts of the systems cach have a distributed capacitance,
and impedance 10 other parts of the sysiem. Differential charging i govemned by these capacitances. Computer
codes like NASCAP must consider these in calculating the charge buildup as a function of time. When circuit codes
are used 10 simulate this process, all of the appropriate capacitances need 10 be modeled. What is not modcled is not
simulated.

2.3.6.1 Lumped-Flement Modeling

Lumped-element models have been used 10 define the surface charging response (0 environmental fluxcs
(Robinson and Holman, 1977; Inouye, 1976; Massaro et al., 1977; Massaro and Ling, 1979), and are currcntly uscd
to predict interior structural cusrents resulting from surface discharges and system generated electromagnetic puiscs.
The basic idea of a lumped-element model is to represent spacecraft surfaces, boxes, elements, and structurcs as
electrical circuit clements. These models can be made as simple or as complex as desired. The circuit simulation
code SPICE and its clones and derivatives can be used (0 calculate circuit element responses. SEMCAP
(Specification and Electromagnetic Compatibility Program) is a code developed by TRW specifically to calculate the
effects of discharges on the Voyager spacecraft. SEMCALP is based on modeling the interbox harness cabling and
input/output interface boxes and calculates the peak voliage at designated receptors.

24. ESD Causing Envirommesnts

Surface chargi:'g and discharging results when the environment is rich in kilovolt electrons and poor in
lower energy particles. Plasmas of that distribution usually occur only during periods of dynamic change such as
magnetic substorms or solar particle cvents. This is why spacecraft charging effects are so strongly corrclated with
geomagnetic indices. In addition, other situations which somehow manage to remove low energy clectrons,
accelerate electrons or ions in beams or other structures, create a hot plasma with a temperature on the order of
kilovolts, or in some other way creatc a distorted plasma condition can result in charging spacecraft surfaccs. This
section describes some of the better known environments which should be considered in spacccraft charging analysis.



2.4.1 The Regions of the Earth's Maguetosphere

When a plasma is heated and accelerated towards the carth from the geomagnetic tail region, it rushes
synchronous orbit and bathes a spacecraft in a hot plasma, causing charging. The early observations of spacect
charging occurred in this way. The SCATHA program was organized to investigate this effect, and many reses
and engincering papers have resulted from this work. Purvis et al. (1984), Garret (1979), Whippie (1981), an
others have published ~eview articles on this subject. Most regicns of the magnetosphere that are in thermal
equilibrium ..nd *o be at relatively low temperature and consequently not of concem for charging.

A fuii wescription of the magnetosphere is the goal of a great deal of current research and thought. Ev
four years a summary of research in the United States is given in "Contributions in Solar-Planetary Relations]
U. § National Report to Intemnational Union of Geodesy and Geophysics.” To describe the "shape” of the
magnetosphere we need either the motion of all the particles near the earth or the currents and fields surroundin
earth. Tracing magnetic field lines, for example, gives us some insight into the general ilow pattems of partic
because individual charged particle trajectorics are determined in part by the magnetic forces on the particle, bu
magnetic field configuration is also the result of particle flows. So if the final magnetic field is known, it indi
the currents and flows which are both formed by the magnetic ficld and help to form it.

The volume around the eorth called the magnetosphere can be roughly divided into the regions. Some
these regions overlay, or become ill-defined, but it is still useful to attempt 10 describe regions of the magneto
and the interrelations of these regions.
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Figure 2-3. Map of the Magnetosphere

24.1.1. Bow Shock

Figure 2-3 is a cartoon of the near-carth region of space. The first black line coming from the left hand
edge of the figure is the "bow shock.” This is the boundary formed when the supersonic solar wind with its
magnetic ficld encounters the earth's magnetic field. The solar wind is made up of plasma from the sun and a
magnetic ficld trapped within the plasma because of the high conductivity of the plasma. The magnetic field in
regicns between planets is called the interplanetary magnetic ficld or IMF. The solar wind is supersonic (that is, the
velocity of the particles in the solar wind is greatcr than the sound velocity in the medium) and super Alfvenic as
well (that is the particles arc moving faster than disturbances, Alfven waves, which propagate in magnetic fields).
The magnetosphere acts like a blunt object inserted in the supcrsonic flow of the solar wind. The bow shock formed
is much like the acrodynamic shock wave formed by a blunt object in the supersonic flow of a wind wnnel. The



shock is detached (scparated) from the magnetosphere. The solar wind coming from the sun cannot pass througl
carth, and is forced around the carth. So the solar wind "piles up” in front of the carth, and creates a bow shock
front of and around the earth. The particle density and field strength of the solar wind increase in front of the cz
In this region, solar wind speeds fall into the subsonic range.

2.4.1.2. Magnetosheath

The region between the undisturbed solar wind and the magnetopause (to be defined in a following
paragraph) is called the magnetosheath and is characterized by considerable plasma turbulence. The IMF still
dominates in the magnetosheath, but it is disturbed. The solar wind may be deflecied by as much as 20°, and sl
1o about 250 km/sec (subsonic) with a concurrent increase in density to as much as a factor of four. Electron ar
temperatures as high as 105 K (=100 ¢V) have been measured. The detailed structure of the magnetoshcath depe
on the relative orientation of the magnetic field of the solar wind and that of the earth. In Figure 2-3, the IMF |
parallel 1o the carth's dipole in the sense that the component of the IMF in the direction of
the carth’s magnetic ficld above the north pole of the carth is in the same direction as the earth’s field there. Thi
allows the IMF and the carth's magnetic field to coincide above the poles of the earth. Magnetic field lincs whi
pass directly into the IMF are called "open.” Thus solar particics gyrating about these lines have direct access «
regions very near the ecarth. If the IMF reversed, the fickd lines shown in this figure above the earth's poles wou
oppositely directed to the IMF. In the case wherc there is no connection between the IMF and the earth's field
the poles and the lines are said 10 be “closed,” that is the IMF and the carth’s magnctic ficld are counter to each ¢
over the poles. The magnetic ficld lines at the equatorward edge of the anroral oval, no matter what the IMF is
doing, ase closed. At the poleward edge, the magactic field lincs trace back 10 the neutral sheet (10 be defined La
this section). The nooatime section of the aororal oval is indicated by the magnetic field lines which continue |
the carth's magnetic field through the magnctopause and the bow shock into the undisturbed solar wind. This r
is referred 10 as the “polar cusp.”

As the plasma moves around the earth toward the tail region, the bulk velocity of the solar wind plasn
the magnetosheath increases duc 10 the adiabatic expansion of the plasma as it expands into the region behind ¢t
carth.

2.4.1.3. Magnetopause

The major boundary separating the earth from the solar wind is the magnetopause. This boundary is w
the pressure of the solar wind (primarily particle pressure, but including the “trapped magnetic field") is equal
pressure of the carth's magnetic field and a small component of particle pressure from the earth. In the sunward
direction the magnetopause occurs at approximately 10 - 12 earth radii (10 - 12 R¢). This distance varics, deper
on the IMF, between 7 and 14 Re. Experimentally, the point at which the pressure from the solar wind, prima
particles, is exactly balanced by the pressure due to the carth, primarily magnetic field, is not determined exactl:
The magnetopause has a thickness, a region over which the pressures approximately balance. The magnetopat
normally 100 to 200 km thick. Just as the bow shock extends a very long distance beside and behind the eanh,

sc extends in a roughly cylindrical shape behind the carth. The magnetopause extends well past the
of the moon (60 Re), and may extend to more than 1000 Re.

2.4.1.3.1 Magnetopause Currents

The magnetopause allows some diffusion of solar wind particles across the boundary from the
magnetosheath. This diffusion can be considered perpendicular to the magnetopause at all points. The perpendi
diffusive velocity and the orientation of the geomagnetic field determine the electric currents produced through t
Lorentz force, F = q V x B. This is illustrated in figure 2-4. In the case of the magnetopause, there is no local
plasma 1o speak of and strong clectric ficlds can develop to influence the penetration depths of the elcctrons and
into the earth's magnetic ficld. Depending on the plasma densitics and generated electric fields either the ions o
electrons will be the main current carriers. In the case of the solar wind with an electron velocity of 108 cm/s
various instabilities arise producing waves, two strcam instabilitics, the growth of electric space charge clouds,



scatiering or thermalizing of particles within the boundary layer instead of reflection of solar wind particles from the
velocities and the aorthward oriented geomagnetic field cause a cusrent flowing from left 10 right (as viewed from the
sun)
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Figure 2-4. Lobed Structure in Geomagnetic Tail

24.1.3.2 Deep Magnetospheric Convection

On the inner surface of the magnetopause is a boundary layer of plasma which flows away from the sun,
just as the plasma in the magnetosheath, but its velocity and density are less than those of the magnetosheath
plasma. Both electrons and protons drift in the same direction. The oricntation of the geomagnetic tail field lines
(soward the earth in the north lobe, and away in the south lobe) causes electrons and protons to drift toward the center



of the magnetotail, providing a source of particles for maintaining the plasma sheet. Once the particles are near |
middie of the plasma sheet, they feel the influence of both the weak net northward magnetic field in the neutral sl
and the large scale clectric ficld across the tail. The result is a drift of electrons and protons up the center of the
magneiotail toward the carth (the drift is strongest ncar the plane of the ncutral sheet). This large scale
magnetospheric circulation is called the "deep magnetospheric convection.” Plasma flow in the equatorial plane |
illustrated below (figure 2-5).
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Figure 2-5. Plasma Flow in Equatorial Plane

Dusk side

2.4.1.4 Awuroral Oval

The auroral oval is the area where electrons and ions focused by the earth’s magnetic field encounter the
upper atmosphere and produce aurora. The electric fields, accelerating and decelerating mechanisms in the aurora
regions are still the subject of intense investigation and speculation. [Auroral injection of ionospheric particles
the magnetosphere is one mechanism under consideration when investigators consider the source of particles in t
ring current and radiation belts.] The auroral oval is a transition region including both open and closed field line
Some researchers object to using magnetic fieid lincs in describing dynamic situations like this where the magne
field lines are thought of as moving and twisting in a time-dependent manner. It is not always clear how fully t
dependent field lines are to be described; nonetheless, it is common 0 speak of open and closed field lines in dyn
situations like those in the auroral oval.

The current flow in the auroral region is quite complex. In the upper regions clectrons and ions flow a
the field lines. As the charged particles descend lower into the atmosphere, collisions with neutrals increase and
transport mechanisms change, Table 2-4 indicates regions where collisional effects are becoming more importas
Electric fields caused by charge separation or other effects induce currents through out the auroral region.. A cur
called the auroral clectrojet flows from cast 10 west at heights of 80 1o 100 km in what is called the E layer.



Table 24 Electron and collision ics

Altitude Electrons Ions Comments
~300 km V<< VKO Both electrons and ions move
along field lines.
140 km V<E V>0 Electrons move along ficld lincs

Ions dominated by collisions .

80 km V> V> Both electrons and Ions motion
dominated by collisions

~ 60 km V>> O V> Collisions dominate motion

o is the gyration frequency; v is the collision frequency.

2.4.14.1 Awroral Morphology -- comtributed “y Captsin Robert Frederick, Air Weather
Service

Visual auroras arc faint, luminous phenomena scen in the night sky at high geomagnetic latitude (auroral
zones). The principal source of energy for auroras is the dissipation of the kinetic energy carried by charged particles
that bombard the carth's upper atmosphere. Collisions with these particles ionize and/or excite atmosphcric aloms
and molecules. During de-excitation or recombination, electromagnetic energy is emitied. Auroras occur
simultaneously in both hemispheres with nearly identical iemporal and spatial variations. The lower altitudc limit
of visual auroras is usually between 90 and 120 km, and they may extend hundreds of kilometers upward.

The energy emitied in the non-visible part of the spectrum greatly exceeds that in the visible range. The
term “optical aurora” is used for auroral emissions from the infrared to the ultraviolet. Auroras may also emit radio
noise in the VLF band (less than 30 kHz) and on rare occasions in the HF-VHF bands (3-300 MHz). However, the
term "radio or radar aurora” is reserved for the auroral backscatier of radio waves from field-aligned irregularities.

Auroras also emit x-ray radiation. A continuous x-ray spectrum is produced as fast, energetic electrons are
slowed by encounters with atmospheric particles (bremsstrahlung). In addition, x-rays are produced by excitation of
inner shell electrons caused by collisions with these fast particles.

The visual form and intensity of auroras change rapidly. There are two general classes of auroral forms:

(1) Diffuse auroras - usually faint, ill-defined, broad auroral luminosity with a width of at least several tens
of kilometers. Diffuse auroras include the following forms:

(@ Veil - an extensive, usually uniform luminosity covering a large fraction of the sky. A vcil is
frequently red and may occur as a background for other furms.

() Paiches - a region of luminosity with no particular shape, and no sharp, continuous lower border
as found in bands and arcs.

(2) Discreie auroras - curtain-like structures with a typical horizontal width of 0.2 to 10 km, a horizontal
extent of 100 to several thousand kilometers, and extending from a more or less continuous lower
boundary upward (along local magnetic field lines) in height several tens to hundreds of kilometers.
The curtains can occur singularly or in sets separaied by dark spaces of the order of a few tens of
kilometers wide. Discrete auroras include the following forms:



(a) Bands - curtains showing folds or kinks along their length; frequently quite active (especially if
nyed).

(b) Arcs - curtains showing only slight curvature; usually a quict, less bright form than the band.

(©) Rays - shafts of luminosity aligned along magnetic field lines, with a horizontal width of a few
tens of meters 1o several kilometers and a height of a few tens to several hundred kilometers. Ra
may occur alone, but are most often found within arcs or bands.

2.4.1.4.2 Avroral Substorms -- contributed by Captain Robert Frederick, Air Weather
Service

Auroras in the quiet auroral oval occasionally become active. The activation originates, in general, in the
miduight sector and rapidly spreads into other local time scctors. A typical auroral substorm has two phases:
expansive and recovery.

Expansive phase: The first indication of a substorm is usually the sudden brightening of the midnight
sector quiet arcs or the sudden formation of a bright arc in the midnight sector. This is normally followed by a rap
poleward motion of the arc, causing an expanding bulge in the midnigit sector. The evening side of the bulge
contains a large-scale fold which travels westward along a quict arc, and is called the "westward traveling surge.” Ir
the morning sector, the quiet arcs and diffuse auroras disintegrate into “patches”™ which drifi rapidly eastward at near
constant magnetic latitude.

Recovery phase: The westward traveling surge continnes into the aftemoon sector and eventually
degenerates into irregular bands. The patches continue to drift eastward and reach the noon sector in the late recove
phase. At the end of the substorm conditions have retumed 10 those before the omset.  Afier about 2-3 hours the

Qualitatively the intensity of the substorm is directly related t0:

T (1) The brightness of the aurora,

(2) The complexity of the auroral forms,
(3) The arcal coverage of the auroral bulge, and
(4) The duration of the substorm.

Equipment or systems req iired to operate in the auroral zone will experience quite high electron fluxes. Figure 2-¢
shows a typical auroral electron spectrum.
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2.4.1.5. Magnetotail
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2.4.1.6. Neutral Sheet
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e neutral sheet has electron and proton densities of 0.1 10 3 cm~3. Electron energies range from 200 eV 1o over 12
:eV; proton energics range from 110 20 keV. The neutral shect begins about 10 Re from the earth’s center and
ixtends along the tail in an antisolar direction.
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nagnetotail. The charge buildup on the dawn and dusk side of the magnetotail runs nearly its full length and causcs



a "large scale magnetospheric electric ficld” across the tail. The circuit is completed by current flow from dawn t0
dusk across the neutral sheet.

2.4.1.7. Plasma Sheet

The plasma sheet is a large region of high energy plasma with mean energies ranging from 0.5 10 2 keV,
and mean proton encrgies ranging from 2 10 10 keV with number densities ranging from 03101 cm-3. The distant
plasma sheet begins about 30 Re from the carth and contains the neutral sheet. It is typically 4 to 6 Re thick. The
inner plasma sheet extends inward from the distant plasma shect (30 Re) to about 8 Re in the antisolar direction.

The inner plasma sheet also includes the region equatorward of the auroral zone in the anti-sun direction.

2.4.1.8. Plasmasphere

The plasmasphere is a region of high energy trapped protons which corotate with the earth. (The inner Van
Allen Radiation belt is included within the plasmasphere.) The plasmasphere extends from the top of the ionosphere
(about 1000 kilometers altitude) to about 4 Re (about 26000 km). Plasma densities range from 103 10 10! ions/cm?
(sec Figure 2-7).
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Figure 2-7.
The Plasmasphere: Configuration of the Magnetospheric Plasma
as Deduced by Whistler Measurements (Carpenter, 1966)
scale is indicated by L shell numbers

The plasmasphere is a stable region of trapped radiation. The magnetosphere plasma distribution depends
on local time and the state of gecomagnctic activity. When there is only moderate activity or less the plasmasphere
in the sunward direction is neatly contained within a shell bounded by La4. Outside of the L=4 shell is a region
known as the plasma trough. Hmadcnsiﬁcsinthcplassmmghregionvxyﬁunlwl%m:’. The boundary
between these two regions is called the plasmapause. The plasmapause is about 0.15 Re thick. The plasma densi



es rapidly outward. The location of the plasmapause varies with local time (see figure 2-8)-- there isa

nced bulge shortly afier dusk extending out 10 perhaps 5 Re.  The plasmasphere corotates with the earth, and
ly populated with particles of terrestrial origin; although above 10,000 km some particles are thought to be
rorigin. The particles of solar origin are thought 10 have diffused across the magnetopause, found! their way
: ring current, and finally been accelerated into the plasmasphere. Other particles may arise from the
tion of cosmic rays with atoms in the atmosphere.
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Figure 2-8. Evening Bulge in Plasmasphere. Schematic view of equatorial plane
distribution of thermal ions deduced by Carpenter (1966) from Whistler
data. Kp=2t04

24.19. Ring Curreat

As charged particles deep in the magnetosphere diffuse toward the carth they encounter an increasing
tic field strength that, combined with the large scale electric ficld, accelerate the particles. These particles are
1ally trapped in the Outer Van Allen Radiation belt. Once inside the trapping region they drift around the earth
 the gradient and curvature of the geomagnetic field. Protors will drift westward and electrons will drift
ard, causing a net westward current called the Ring Current. This current induces a magnetic field which
es the geomagnetic field on its earthward side, and enhances the field on the side away from the earth. On the
side, the horizontal component of geomagnetic ficld at the carth's surface will be somewhat less than it would
the absence of a ring current, especially at low and middle latitudes. During the main phase of a geomagnetic
, the ring current is increased. The resultant decrease °a the horizontal geomagnetic field can be measured at the
 surface by magnetometers. Enhancing the ring current shifts it slightly earthward reducing the inner radius of
pping region and shifting the auroral oval equatorwand.

The ring current is inherently a global phenomenon [Williams, 1987, and the articles therein), and thercfcre
es an understanding of the global behavior of the magnetosphere. In its simplest terms the ring current is just



the drift of charged particles about the carth. The particle drift due to a particle gyrating about a ficld line

equalor is
1 +cos afocvs)
(vi) =
]

where E is the particle energy, B is the magnetic field, a is the pitch angle, and q is the charge on the pa
symbols ) denote the average value. To get a notion of the magnitude of this effect, consider the case ¢

with @ = 90° 3 the equator. The magnetic field for an ideal dipole will be

(2-19)

B=Mp
r (220
where © is the unit vector in the theta direction. When & = 90° (picch angle) the drift velocity due i
in B is
(V >:§E¢
qM (2-21)

where @ is the unit vector in the phi direction. The current duc 10 the particle’s drift around the carth a
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where n is the number of particles. The change in the magnetic field at the center of the earth duc 10 thi

1 1'2 T M
(2-23)
There is another magnetic effect at the center of the earth due 0 the gyrating particle. The part
magnetic moment due 10 its gyration y which is E/B where E is the kinctic energy of the particle. The
this makes (o the ficld at the cente: of the carth is:

= = n.E
Bz--—-—--

As the particles surrounding the earth distort due 1o inhomogenities and gradients in the local fi
simple calculations lose accuracy, but still show the influence that the ring cusrent can have on ficlds m
surface of the carth. Although it is possible 10 understand the perturbations of the magnetic field of tx
surface of the earth in terms of the distribution of particles moving in the earth's magnetic field through
relating current density and magnetic field, there is still "much more quantitative work ... required” [Wi
1o understand the source of the ring current, and to isolate the source(s) of ring current particles.



2.4.1.10. Radiation Belts

Inside the magnetopause the carih's magnetic field dominates. Here the magnetic field lines are “closed” in
the sense that they "begin and end” on the carth, as contrasied with some of the magnetic ficld lines we have been
discussing which lead far beyond the canth. Inside the relatively undistoried region of the earth’s magnetic ficld are
the radiation belts and the plasmasphere. The radiation belts are regions of intense electron and proton fluxes trapped
by the shape and magnitude of the earth's magnetic ficld. Actally these regions are not exclusive. The inner
electron radiation belts lie within the plasmasphere.

Magnetic field lines which intersect the carth’s surface below about 65° latitude are generally closed and
reasonably symmetric about the carth. Charged particles injected into this region are trapped, at least briefly, by
their interaction with the geomagnetic ficld. Electrons with energies greater than 40 keV tend o be found
throughout the trapping region. Protons, however, are concentrated in two stable radiation belts. The outer Van
Allen Belt has a maximum proton density at about 4 or 5 Re (16000 to 20000 km). The protons and electrons in
this belt are presumed 10 be of solar origin. Electrons circle the carth eastward, protons westward. The ring current
is colocated with the outer Van Alien Beit.

The joncr belt is part of the plasmasphere. It is more stable than the outer belt. The imner belt's peak
proton intensity oocurs at about 1.5 Re (3000 km). The protons are thought to be primarily of terrestrial origin --
created by the collisions of cosmic rays with upper atmospheric air particies. Inner belt protons are high cnergy
(MeV range). Unlike trapped particics in the outer Van Allen beit, many plasmasphere particies in the inner belt
corotae with the casth.

24.1.11. Currents in the loncsphere — contributed by Captain Rebert Frederick, Air Weather
Service

Current flows in the ionosphese seem 10 be divided into two parts: the equatorial electrojet, and the auroral
clecwojet.  The equatorial clectrojet is the reselt of charged particies being moved along with the acutral atmosphere.
The suvaral electrojet is thougit 10 be due 10 clectric fields in respoase 10 the cross tail and ficld aligned currents
flowing in the magnetosphere.

Charged particles in the ionosphere which are dragged along with the ncutral atmosphere resull in a small E-
W carvent. This cusvent gencrates very weak magaetic ficlds which can be detecied by carth based magnetograms.
The ncutral atmosphere moves in response 0 lunar attraction, solar attraction and heating. Periodic fluctuations in
magnetograms have been identificd with these atmospheric motions. Lunar gravitational tides cause variations in
magnetograms of only a few nanotesias (I aT = 10-5 gauss) with a period of 1/2 lunar day. These are called L-
currents. Both solar gravitational tides (S1) and solar thermotides (S2) have a period of 1 day. The effect of solar
heating (S7) is much greater than gravitational tides (S1). Collectively these two are referred 10 as Sq (“solar
geomagnetically quict day™). Solar effects cause variations of about 20 nT at midlatitudes. Changes in the
ionization of the ionosphere affect the solar and lunar currents and therefore influence the measared magnetic ficld on
the carth. Particle precipitation during geomagnetic siorms, UV, and x-ray radiation from solar flares can
significantly increase ionization in the ionosphese. The atmospheric dynamo currents vary in magnitude with
conductivity, which in tum depends on latitude, altitude and degree of ionization.

The smospheric "dynamo” curvent is greatest within 15° of the magnetic equator in a narow altitude band
(around 20 km thick) at a height of 110 km. The cusrent location is determined by local plasma dynamics. The
collision frequency increases as the density increases. When the collision frequeacy is much grester than the
gyrofrequency there isa't much motion of the charged particles. When the gyrofrequency is much greater than the
collision frequency, charged particles move along the magnetic ficld lines.

The equatorial clectrojet current flows toward the east by day (westward motion of electrons) and produces
variations of up 10 100 0 200 nT in magnetograms. The westward flow at night is nearly undetectable because of
the small electron concentration at night in the E layer.

Al high Istitudes there is a current system conaccted 10 the magaetosphere in the auroral region. These
current can vary greatly depending on the day and dusk sides, aliitude, collision frequencics, and magnetospheric
conditions



242 Geomagnetic Storms -- coatributed by Captain Robert Frederick, Air Weather

Geomagnetic substonn bath spacecraft in a widely varying, complex and very interesting environm
There are two types of geomagnetic siorms:

(1) Sporadic Stoms - caused by mass ejections from large flares of eruptive prominences (or disap;
filaments), and

(2) Recurrent Storms - caused by high speed streams in the solar wind associated with solar sector
boundaries (SSBs) or coronal holes (with open magnetic field lines). Recurrent storms show a 27 day perios
associated with solar rotation. They are similar in morphology (o sporadic storms, except they tend to have
gradual but weaker onset, and last longer.

Both sporadic and recurrent storms ultimately depend or: particle emissions from the sun, which in
depend on the overall level of solar activity. As a result, a plot of geomagnetic activity with respect to timk
follows the solar cycle. However, the peak of geomagnetic activity tends to lag that of the sunspot cy=le by
years, because coronal holes are larger, stronger, and more common in the period between solar max and mi

Geomagnetic storms are identified by disturbances in magnetometer readings. In general, Kp 2 5¢
30 indicates a geomagnetic siorm. Magnetic index is explained in move detail tater in this chapter and in Ap
2. Geomagnetic storms seem 10 go through four phases.

(1) Sudden Storm Commencement (SSC) - Also known as a “sudden commencement” (SC). A
geomagnetic storm begins with a sharp increase in the H component at all latitudes, almost simultancously
at all stations.

(2) Initial Phasc (IP) - For about 1/2 hour 10 scveral hours the H component remains above pre-s
values.

(3) Main Phase (MP) - Begins with a decrease in the H component, and lasts for several hours 10
aday. Decreases of 100 10 several hundred nanowestas (nT) may occur (1 8T = 10-3 gauss).

(4) Recovery Phasc - A slow recovery of the H componcent 10 pre-sionm levels over a period of ho
scveral days.

24.2.1 Geomaguetic Indices

Geomagnetic indices were developed 10 monitor the variation in the magnetic field of the carth. L«
magnetic fickd at any position on the carth will be characterized by three vector components, so the variatio
local magnetic ficld consists of three “magnetograms” which show the variation of those three componcnts
function of time. A number of indices have been developed which tend 10 emphasize one or another aspect
magnetic activity.

For example, the "Dst” index was developed (0 reflect the perturbation in the magnetic field due o
variations in the ring current. To do this, Dst or "Equatorial Dst” uses an average of the changes in the dat:
number of low latitude stations. Please refer 10 Appendix 2 -- definitions under A index, a index, Dst, eic. -
brief descriptions of the indices commonly in use. A few indices are described below.

Figure 2-9 shows how some of the indices used by the Air Weather Sexvice of the U.S. Air Force
calculated. This also indicates how these indices are interrelated. Table 2.5 provides a quick summary.
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Table 2-5. Indices 1: Summary of Some Geomagnetic Indices (Frederick, 1985)

values for a Zulu day

INDEX RESOLUTION ORIGIN RANGE UNIT
3 hourl
a single s)t'ation Range of the _ ammas
Amplitude Lat and Longitude mm linear g
dependent sensor
K 3 hourly Cqmpmedfrmn."a“
logarithmic Single station USINg a conversion
amplitude factor that varics log
with observatory -- 0-9 none
longitude designed o remove
dependent latitude dependence
single station Computed from lincar
longitude citheraor K 0 - 400 gammas
equivalent dependent
amplitude
A — vAdmfa'dZﬁzy
singie station a
longitude (Note: k is often m gammas
dependent ?U‘dbﬂm
2p 3 hourly Averageof the a
¥ ) lincar gammas
oquivalcat values for ail 0 - 400
planctary reporting stations
amplitude
A of eight a
Ap 24 hour verage of cight ap .
’ ) G - 400




Table 2-5 . Indices 1: Summary of Some Geomagnetic Indices (Frederick, 198S) - (comd)

INDEX RESOLUTION ORIGIN RANGE UNIT
3 hourl quasi-log
Kp myy computed from ap 0-9in none
28 steps
24 hour sum of eight K , quasi-log
ZKP planetary 0-9in none

values for a Zulu day 23 steps

Running 12 or 24 hour average of last 4 or lincar gammas
planctary aq, values 0 - 400

24.2.1.1. Dst Index

The Dst, also known as “cquatorial Dst” or "storm time variation,” index was developed w reflect the H
latitude stations are aot included, the Dst index does not inclede any contribution from the Auwroral Electrojet. Asa
result, the Dt index is not sensitive (0 substorms, but it is an excellent indicator for the start and end of the main
phase of gecomagnetic storms. The time resolution of the index is one hour.

24.2.1.2. Q Index

The Q, or "polar range,” index is a measure of the size of the polar cap and the auroral oval surrounding it.
Q is a comparison between instantaneous and quict day measurements. Classical Q is the maximum within any 15
minute interval. In principle, since this is a direct current index, an instantaneous Q prime could be continually
generated. Increase in Q prime signals the onset of a disturbance. Q is based on the relation between location of
visible aurora and the magnetic field. It varies with the intensity of ionospheric currents which flow across the polar
cap, and reacts strongly to geomagnetic disturbances. It is a quasi-logarithmic index computed only for observatories
located poleward of 58 degrees geomagnetic latitude.

AFGWC uses a "QE (cquivalent Q) index” 10 monitor auroral and polar disturbances. Using the formula for
the relation between the auroral edge, geomagnetic local time, and Q, AWS cakulates Q from auroral locations.
This can be extrapolated to predict locations of the rest of the auroral oval and polar cap. Since an optical aurora is
the consequence of auroral precipitation, the precipitating particles themselves can be used (o estimaic Q. DMSP
imagery is used to specify the time and location of the equatorward boundary of the diffuse aurora. Also, DMSP .
measurements of precipitating particles can be used 10 compuie the time and location of the aurora. These times and
locations arc used w0 estimate the Q value which would have caused the observed auroral oval extent.

242.1.3. The A and K Indices

The A and k indices are aliemating current indices and present the highest and lowest values of the change in
the magnetic ficld in the given direction. An ac index cannot be instantaneous, because it represents a span of valucs
within a time interval, typically three hours. The second letter indicates the specific point of view of the index, for
erample, Ap -- planetary, or AE -- electrojet.



2.4.2.1.3.1. AE Imdex

The AE index was developed to reflect the H component perturbation arising from the auroral electroje
alonc. Only auroral latitude stations (60-70 degrees) are used. When the H component magnetograms are
superimposed, the maximum or most positive value, called "AU," represents the perturbation due to the eastwa
electrojet (afternoon sector). The minimum or most negative value is called "AL" and represents the perturbatic
to the westward clectrojet (midnight/moming sectors). The AE index is then given by: AE= AU - AL. The i
resolution of the index is 2.5 minutes, but it is available as an hourly average. Years of AE data have been
determined and are available from the world data center. Hourly averages have been published.

24.2.13.2. Ap Index

Ap is a daily index that represents the general state of planetary geomagnetic activity rather well. It
includes contributions from both the ring current and awroral electrojet since the latitude range of the 13 station:
is 46 10 63 degrees geomagnetic latitude (the Gotingen index). The Gottingen Ap index is not available in rea
time.soAWSmm&ﬁmmWXMﬁApbmdmswmmﬁmsNMMw
between 49 and 65 degrees geomagnetic latitude. (Thale is not used due 10 its high geomagnetic latiwde, 88
degrees.) AWSdsouuauﬂing?Athpﬂexwhichequted-‘IyApmlyam.

The basic index is the “amplitude (2)" index, which is a three hourly, single station index that represc
range of the largest disturbance of any magnesogram component. From this basic index a whole family of indi
can be computed: 3 hourly or daily, single station or planetary, lincar or logarithmic, or any combination.

242.133. K, Ky Index

pru-Ammmmumamamumd
disturbance of the geomagnetic ficld. Without a subscript, the index refers to the deviation of the most disturb
horizontal componcnt relative 10 an assumcd quict day curve for the recording site. The K index ranges from 0
iet) 10 9 (Violently Disturbed). The “p” swbscript demotes a planetary, as opposed 10 a simgic station, index
is generated in Gottingen, West Germany, based on the K index from 12 or 13 stations distributed around the v
The Ky index has beea desived routincly simce 1932. GWC estimates Ky and Ay indices using data from six N
American stations. ngindcxmpﬁmer,wihﬂmMuitswps(m,m, 1-,1°, 14, 2-, et
(Also see ap in Appeadix .)Missimilrnpruhuedoaamesymmicglohlmydm

24.2.2 The Use of Indices

There are a large number of indices which are used and available. They come in either ac or dc variabl
and arc linear, logarithmic or semi-logarithmic. One or more may correlatc well with surface charging. None
probably ideal for all environmentally produced anomalics. Since they indicate activity in the magnetosphere 2
since sometimes the activity of the magnesosphere causes an environment at the spacecraft which causes the
anomaly, indices can be useful in determining the cause of an anomaly. However, care needs to be taken in
interpreting correlations of the indices and the occusrence of the anomaly, especially the non-occurrence when
index repeats its sequence and the anomaly does not occur. There is no substitute for a detailed understanding ¢
response of the spacecraft system to the environment.



24.2.3 The Substorm Mechanism

The description below contributed by Hones is not the only model of substorms (see for exampie Smith
1986). Observationally based models of the substorm seem to fall into at least two classes. One (as given below)
concentrate on the formation of a neutral line, and reconnection. Another class dwells on the dynamics of the plasma
sheet boundary layer between the lobe region of the tail and the central plasma sheet. Although the approaches and
descriptions are conceptually quite different, it is possible they are relaied, and represent different aspects of the
complex encrgy storage and release in the magnetotail. In this area of active observation and theoretical research
much remains to be done for a complete understanding and verification of a substorm model.

2.4.2.3.1 Substorms -- comtributed by E. Homes, Los Alamos National Laboratory

Most descriptions of magnetospheric substorm activity picture a “classic” substorm process as one in which
the interplanetary magnetic field (IMF) wms southward making it casier for energy to flow into the tail region of the
carth's magnetotail. Earlier it was noted that the solar wind, leaving the sun, drags the solar magnetic ficld lines out
like rubber bands into the shape of an Archimedean spiral. In a like manner, when the solar wind flows past the
carth it distorts the geomagnetic ficld, compressing it on the day side of carth and stresching ficld lines far
downstream on the night side. The resulting comet-like magnetic structure is called the carth’s magnetosphere and
its night-side magnetotail is several million kilomesters long and about 250,000 kilomesers in diameter. A large
quantity of encrgy that has been acquired directly from the solar wind plasma, and thus indirectly from the sun itself,
is stored in this huge magnesotail.

The solar wind has its own magnetic ficld, called the interplanetary magnetic field (IMF), which is actually
is coupled into the carth's magnetosphere. Whea the IMF has a southward component 0 that it is direcied opposite
10 the carth's northward ficld at the subsolar surface of the magnetosphere, magnetic reconnection occurs at this
surface, causing IMF ficld lines 10 become commected 10 earth field lines (and thus to the solid earth itself). Then, the
flowing solar wind plasma is slowed, its kinetic encrgy being transformed into the magnetic energy of the field lines,
which then become part of the magnesotail and add to the magnetic energy stored there.

Energy cannot be stored within the magnetotail indefinitely, but must be dissipaied somehow. The
magnetosphere achieves this dissipation of energy simply by releasing part of its magnetotail to the on-flowing solar
wind. Such releases occur intermittently, at few-hour iniervals, and are manifested at earth by auroral substorms.
Figure 2-10 illustrates what happens in the magnetotail during this process of energy release. This figure is a cross
section in the plane of this solar wind velocity vector and the earth’'s magnetic dipole. The shaded region is the plasma
sheet which extends completely across the magnetotail's midplane (i.c., out of the paper). It contains largely solar
wind plasma that has been carried into the magnetotil with the magnetic field lines. The process of energy release
begins (in pancl 2\ with the formation of a magnetic neutral line, N', about 100,000 kilometers behind the earth. This
coincides with the onsct of the auroral substorm at carth. Magnetic reconnection then proceeds, severing the closed
magnetic field lines of the plasma sheet uniil, in panel 5 (about 5 minutes afier the substorm onset), all of the closed
field lines have been severed (Figure 2-10), leaving a configuration of closed magnetic loops. This process continues
(the dark shading in panels 6, 7, and 8) until the loops are no longer magnetically connected to earth. The closed loop
configuration, called a “plasmoid,” flows downstream and eventually out of e magnesotail, carrying with it a large
fraction (perhaps onc-half) of the previously stored eaergy. The great auroral and geomagnetic disturbances that
characterize a substorm at carth are generated by energy given up by the earthward portions of the severed field lines as
they collapse earthward.

About an hour after the sequence begins, the substorm neutral line, N', suddenly races downtail. Magnetic
reconnection proceeding at this retreating neutral line accelerates cold piasma from the tail regions above and below
the midplane, jetting it carthward on ncwly closed magnetic field lines, 1o reform the plasma sheet. This is the
concluding phase of the substorm during which auroras at earth scem 10 execute a final activation and polcward
movement. Panel 10 is essentially the same as panel 1: the cycle begins again.
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2.4.24 Engineering Models

No matter what the actual mechanism, there is ampie proof that spacecraft are occasionally immersed in a
10t plasma. This environment results in high potentials around the spacecraft, and that, as has already been
liscussed, can lead to engineering anomalies and perturbations of science measurements. Surface charging results
from the encounter of spacecraft surfaces with a plasma environment of particles up to 50 keV. Energies above 50
keV usually penetrate beneath the surface of the spacecraft and consequently do not play a major role in surface
charging. Although a full spacecraft charging analysis would include charge trapped inside the spacecraft as part of
the total charge effecting the spacecraft. From an anomaly pr:vention and analysis point of view, the important
thing is to describe the environment and how frequently it occurs so that the space systems reaction can be
understood. One such useful model is described by Stevens (1982)

2.4.2.4.1 Stevens' Model

Sicvens (1982) suggests a specification which does not have the characteristics of a real geomagnetic
substorm but will produce a maximum stress within diclectrics. His specification is given in terms of a single
Maxwellian temperatuse for severe and moderaie substorms (Table 2-6). This temperature description was chosen
because the previous analysis of satcllite surface charging showed that single Maxwellian environments, although
not as realistic as the doublc Maxwellian descripvions, produced more severe charging. He also attempied 10 indicate
how frequently the most severe charging conditions persist. His curves are shown below (Figare 2-11). The time
curve runs out to only 4000 hours since beyond that time particle iemperatures drop below levels that produce
charging. The ion temperatore (in kV) was found 1 be numerically equal 10 10 times the clectron density (in cm™3).
To account for the ion composition of the substorm environment, which indicates a substantial oxygen ion
population in addition to hydrogen ioas, the ion deasity is set t0 be one-third of the electron density.

Sicvens also recommends that both sunlight (at an angle of incidence to maximize differential charging) and
eclipse charging be evaluated. He choses 10 describe 2eosynchronous orbits charging environments in terms 10 two
simple looking curves, figure 2-11. One describes the temperature of a Maxwellian plasma, and the second describes
the density of the plasma. Both curves are a function of hours per year that such a description is valid. This
approach provides insight into the engincering design required for the sysiem. The darker curves are for moderate
environments, while the lighter curves are for severe environments.

Table 2-6 Design Environments [Single Maxwellian Description)

Electrons Ions
Temp, Density, Temp, Density,
Environmental condition keV cm3 keV cm™3
Modcrate 8.0 2.1 210 0.7

Sevcre 110 1.1 110 04

2.1
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Figure 2-11. Stevens Model for Geomagnetic Substorms



2.4.24.2 Worst case Models

For many design considerations, it is not a detailed knowledge of the day by day environment that is the
ign driver; instead it is the occasional situation which results in the highest charging. If the system will survive
h an environment, the assumption is that any lesser environment will not be a problem. Thus in the litcrature
re is a great deal of attention placed on criteria for a worst case environment as well as detcrmining what the actual
rst case environment is. The charging of a surface can be simply represented if a Maxwell-Boltzmann distribution
both electrons and ions is assumed. The values given in Table 2-7 are a 90th percentile single-Maxwellian
resentation of the environment as proposed by Purvis et al., 1984.

Table 2-7 Worst-Case Geosynchronous Plasma Environment (Purvis et al., 1984)

Electron NUMDET deNSitY, NJ....cocoeerrmeererisssnessessresssssssssessnsssssesssscsesssssssssssssasess 1.12/cm3
EloCtron (emperatife, T1..........c.ceueeeeeeiesrmemesesssssesssssssnssosonsescsssssssssssssessssssssesens 12x 104 eV
10N NUMDET BERSILY, N2 c.oovueeeeereecncnerrerensieresessesserssresnsessssssessssmsssssssssssssssssesss 2.36 x 10~1/cm3
10N (CMPETBULE, T2.......ooeemeerimcresreensesssasssesessssssnssssssnsssrsssssasenssesssssssssans 295x 104 eV

Gussenhoven and Mullen (1982) suggest using a real case from data taken on the SCATHA (Spacecraft
wging AT High Altitudes) smellisee on 24 April 1979. Their "worst case” is chosea from sualit charging cvents.
sclipse the smellite potential severely affiects the ion and electron spectsa inhibiting an accurate measurement of
ambient particles. In sunlight the saellise potential is much smaller since photoelectrons provide a significant
ount of the current balance, and therefore the particle spectra are affected 10 a much Jesser degree. They choose to
;a double Maxwellian fit 10 the spectral data because it is reasonably accurate and highly usable.

The table below (Table 2-8) gives the first four moments of the ion and electron distribution function,
ether with T (average) and T2(rms), during the "worst case” charging at ~0650 UT on 24 April. Mcasuremenis
it the 100 eV 10 400 keV energy range were used 10 construct the distribution functions. Integrations over pitch
fic were used for all moments; therefore, the number and energy flux are average directional quantities. The
ments for ions were calculated assuming hydrogen as the only species.

Table 2-8. Moments and Temperatures Integrated Over Pisch Angle

Electrons Ions
n: (cm3) 09 2.3
NF: (emZ-1g 1) 4.7x10° 20x 108
& (eViem?) 9.6x 103 1.9 x 10%
EF: (cVicm?s s1) 84 x 1013 54 x 1012
TAVE: &eV) 7.7 5.5

TrRMS: (keV) 9.0 14




The same moments assuming isotropic particle distributions and using particle fluxes at 90° pitch angle a
given in Table 2-9. The difference between the corresponding quantities in the two tabies gives a measure of the
anisotropy of the plasma.

Table 2-9. Moments and Temperatures Using Perpendicular Particles Only

Electrons Ions
n: (em3) 1.5 14
NF: (em 25 lg 1) 9.2x 10° 2.1x108
& (cVim?) 2.1x 104 24x104
EF: (eVim? s sr) 19 x 1014 72x1012
TAVE: &eV) 104 126
TRMS: V) 113 168

distribution functions at the time of the sunlit charging peak are listed in Table 2-10.

Table 2-10. Worst-Case Least-Squares Particle Environment Fit (~0650 UT 24 April 79)

n m T T2
(cm ) () &eV) ()
Ions
perpendicular 1.1 1.3 03 28.2
parallcl 1.6 0.6 03 26.0
Electrons
perpendicular 0.2 23 04 248
perallel 0.2 0.6 04 240

Gussenhoven and Mullen (1982) comment that "... the high energy electron cusmrent or density is the driv
in charging spacecraft to high levels. The decrease (anti-correlation) of ny ...and the n) increase suggest that the )
energy pasticles are being accclerated 1o higher energies during injection events, and that the introduction of a new
higher energy population is not necessarily required. The high and low energy ion densitics remain nearly consta



stween 1 and 2 particlesicm’ during the entire period. The high encrgy ion empcerature stays ncar 28 keV and
s energy temperature, near 300 ¢V. (Again, cavtion is advised in using the low energy valucs)” (pp. 7-8).

2.4.3 Spacecraft Role

The critical factor determining the extent 1o which charging interactions must be considered in the design of
scraft is the mission of the spacecraft. In all spacccraft, differential charging is undesirable. For scicntific
raft, absolute charging usually is not desired. For short missions which are repeated again and again, an
¢ charging environment may be more appropriate than the worst case. For cach spacecraft the effort should be
d toward controlling those charging effects that are detrimental to the particular mission.

Spacecraft can be divided into spinners and three axis stabilized. Both designs are concerncd with stability
nting (communications and/or observations), and getting encrgy from solar cells. The spinners arc basically
ers with their axis perpendicular to the line to the sun. The spinning helps provide the stability through its
ngular momentum along the spin axis. Solar cells typically cover the outer surface and roughly 1/x arc
iing useful current at any instant. Three axis stabilized sysiems forego the simplicity of spin stabilization
igh they may accomplish the same thing with momentum wheels), but make full use of every solar cell by
ig their "wings™ directly at the sun at all times. Three axis spacecraft are much like a controller! platform in
vasious parts can be oriented with respect 10 the sun or carth, whatever is desired. Purvis ct al., 1984, provide
lowing uscful gencralizations regarding the overall charging characteristics of these two species of spacccrafi.
ipin-stabilized spacecraft usually has a low spacecraft ground potestial (a few hundred voits negative). On
haded diclectric surfaces during sunlit charging cvents, differeatial voltages of scveral thousand volts can
(2) A twee-axis-stabilized spacecraft can have a rather large negative structure potential (a few thousand volts)
lit charging cvemnts. The dominant areas controlling charging in this case arc the backs of the solar array
. Differential charging will likely not be as large as in the spinner case.

2.S System Discharging Characteristics

Breakdowns, or discharges, probably occur becanse a differential charge buildup generates an electric ficld
ceeds a breakdown threshold at some point. When a discharge occurs, charge is released from one part of the
raft 10 another or 10 space. This charge release will continue until the differential driving force no longer
Hence, the amount of charge released will be controlled by the total charge stored in or on the discharge site.
\arge joss or current to space drives the local surface voltage 10 zero. Since the diclectric is capacitively
d 10 the structure, the charge loss will also cause the structure potential 10 become less negative. In fact, the
tructure could become positive with respect 10 the space plasma potential and begin to collect electrons from
vironment (or attract back the emitted ones) & recstablish the structure potential required by the substorm
ions. The wholc process can take microseconds. Multiple discharges can result as various parts of the sysiem
ence strong differential potentials as various nodes are discharged. This is especially true when the substorm
2 intensities remain high, long enough 10 reestablish the conditions necessary for a discharge.

For a long time it was believed that there could be a charge loss over an extended area of the diclectric. This
menon would have produced arca-depencent chasge losses capable of gencrating currents of hundreds of ampercs.
oncept was bascd on iesting of grounded substrate samples, which produced spectacular lightning-strike
waphs. The differential voltages necessary 1o produce this large charge-clean off type of discharge were
lly in excess of 10kV. Since spacecraft modeling and cusrent space flight data indicaie diffcrential volages of
10 4 kV, it must be assumed that actual discharges are much milder and limited in charge loss. Without the
differential voltages on the diclectrics, the large-arca charge clean off probably will not occur.

Since breakdowns are belicved to be due 10 differential charging, they can occur during sunlit charging
.3t 1 AU. Because sunlight tends 10 keep all illuminated susfaces near plasma potential, whercas shaded
iric surfaces may charge strongly negatively, sunlight enhances differential charging. Eclipscd charging cvents,
trast, result in a change in absolute charging for all surfaces except those weakly coupled to the structure
litance 10 structure is less than that of spacecraft o space, normally <0.2 nanofarad). Diffcrential charging in



eclipse develops slowly and depends on differences in secondary yield or other material or configuratior
Transitions from full eclipse t0 sunlight are probably the most critical times for developing large poic
differences between one part of the spacecraft and another.

2.5.1 Discharge Models

The physics of discharges on the surface of spacecraft is complex. Three types of discharges have beer
punch through, b) flash-over, and c) particle emission. Punchthrough is a discharge through the mate
occurs at a weak point in the material and many times results in physical damage to the diclectric. Flg
describes the situation when charge on the surface is removed due 0 the collapse of potential gradients
surface. G. T. Inouye's "Brush -Fire model” attempts 10 describe this type of discharge. Particle emi
the actual ejection of a plasma from the surface of the dielectric. This has been observed by Nanevicz
Other modcls and concepts abound. Table 2-11 lists some of the current discharge models.

Table 2-11. Discharge Models

Model Authors References

First Principles Beers ctal. NASA-Lewis CR15
Brush Fire G. T. Inouye TRW document M2-
Stettner Stettner AFGL-88-34
Longmire Longmire AFGL-TR-87-32

Figure 2-12 shows the vanious modes and regions of arch discharge formation in a "simple” §
Discharges in or on a diclectric could be just as compicx. In general discharges seem to have some ki
When a breakdown threshold is exceeded a discharge is possible. The transient generated by this disch
with the spacecraft electronics and cause problems ranging from logic switching to complete sysiem f
Discharges can also cause long-icrm degradation of exterior surface coatings and enhance contaminalic
by causing the relcase of contaminating particles.
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Figure 2-12. Gaseous Discharges

2.5.2, Criteria for Breakdown

The exact mechanism for breakdowns is not clearly understood. However, current thought is that if cither
of the following criteria is exceeded, discharges can occur:



(1) Dielectric surface voltages are greater than 500 V positive relative to an adjacent exposed co
(2) The inkerface between a diclectric and an exposed conductor has an electric field >10° V/em.

Edges, points, gaps, scams, and imperfections in surface materials tend to occasion high local ¢l
and hence promote the probability of discharges. These must be found by close inspection of the exterio
a system.

The first criterion is important in considering solar arrays in which the high secondary yield of t
slide can result in surface voltages that are positive with respect to the metalized interconnects. This crit
also apply 10 metalized diclectrics in which the metalized film, either by accident or design, is isolated fr
ground by a resistance value great enough to allow a five hundred volt potential difference. For example
ambient space current of 1-10 nancamperes/cm? a resistivity on the order of 10 MQ-cm (essentially onl,
capacitively couplced) yields a maximum potential difference of concem using criterion one.

The second criterion applies o those areas of a spacecraft where a strong negative voltage gradie
exist This is usually associated with metal ediges or with cracks in the diclectric exposing a conductor us
when the charge stored on or in the diclectric is relatively unstable and could be lost.

When a discharge occurs, stored charge is redistributed. This produces a transient that couples i
spacecraft structure and possibly into the clectronic systems. The computation of charge lost in any disc
highly speculative at this time. The charge loss depends on the voltages on the spacecraft at the time thz
occur, the path(s) the current takes, and the final state of the sysiem afier the discharge.

From aa eagincering point of view, Purvis et al., 1984, categorize discharges according 10 the 3
charge lost 10 a local arca as follows:

Qiost < 0.5 pC--minor discharge
0.5 p C < Qyost < 1.0 pC--moderate discharge
Orost > 1.0 pC—severe discharge

The cusrent in a discharge pulse can be approximated by square, triangular, or double exponenti
by a resistance-inductance-capacitance (RLC) series circuit. Purvis et al., 1984, use as an example, an R

vV,
(20 -Rt exp(dt) — exp(—dt)
I = (—ZL) expo) - n (2-25)

2 12

R 1

i=(z) - () o

and V is the surface voltage just before the discharge. The change with time of the voltage can be comj

-c¥
1=cy @

By integrating this expression the charge loss can be detcrmined. The resistance, inductance, and capacit
can be adjusted to produce a desired charge loss.

Robiscoe, and co-workers (Damas and Robiscoe, 1988, Robiscoe and Sui, 1988, and Robiscoe
modecl the discharge with a LCR circuit in which the arc resistance is taken to be constant divided by the
This constant alone determine the arc threshold, and the model is able to reproduce a number of experims
known facts.



The size of the arc has been determined experimentally ( Balmain and Dubous, 1979, Stettner et al., 1980)
10 vary as simple powers of the charged arca. The total charge is proportional o the area that is charged. The pulse
duration scales as a characteristic length of the charged area or as the square root of the area. The rise time of the
pulse scales as the square root of the arca and the current peak also scales as the square root of the area (i.c. the total
charge divided by the pulse duration).

2.6 Other Plasma Interactions

Plasma interactions with a space system involve many aspects of sysiem design. In addition 1o the
basic charging and discharging of th system described above, there are other effects which may or may not play an
important role in a given space system. The basic charging of the system can be strongly influenced by the
motion of the system through the plasma. This influences the current collection and adds yet another asymetry 10
the problem. Spacecraft motion also allows the formation of a wake about the spacecraft. These and other effects
are discussed below.

2.6.1. Ram and Wake Effects

Spacecraft in low altitude orbits (<1000 km) have orbital velocities on the order of 7 km/s. The thermal
velocities of the ambient ions at 1000 km is 3 kmy/sec for H+, 0.8 km/sec for 0+. The movement of a spacecraft
through the ionosphere produces a wake. It takes a finile time for the ions 10 fill in the void created behind the
passing spacecraft. The clectron thermal velocity at 1000 km is 180 km/sec).. The electrons tend to fill in the void
bebind the spacecraft but are retarded by the electrostatic ficld that results from charge separation at the wake. The
plasma distribution around a moving spacecraft will be very complex, most likely three dimensional, and probably
nonlincar. These cffects are scen in plasma measurements as shifting of the spectra in energy, preferential focusing
or exclusion of particies of a particular energy or direction. The spacecraft itself further contaminates measurements
by electric and magnetic ficlds, sccondarics, backscatiered clectrons, and photoelectrons.,

The plasma sheath around objects can also trap contaminant ions, duc 10 thrusters (ionic or chemical) or
outgassing of sacllitc materials, and cause preferential deposition on negatively charged surfaces. Cauffman (1973)
(sce also Jemiola (1978) and Jemiola (1980)) has estimated that as much as 50 A of maserial can be deposited on
charged optical surfaces in as little as onc hundred days. Adamo and Nanevicz (1980) found that the heating rate of
sensors on a geosynchronous saicllite apparently rose with increased charging. Such deposition may also alter
secondary emission and photoclectron properties. Long duration exposares of surfaces or exposed potentials (i.c.,
solar arrays) may greatly enhance contamination effects over the life of a mission. Laboratory and in-situ
measurements by Soop (1972 and 1973), Samir and Jew (1972), and others have delincated the main features of the
plasma wake and sheath around small (a few meters in diameter) bodics under a variety of conditions. Models of the
wake and sheath for small bodies have been developed by Gurevich and Dimant (1975), Parker (1978), and others for
realistic conditions and simple geometries. The PDP (Plasma Diagnostics Package: Shawhan, 1982) may provide
data to confirm predictions.

Magnetic field induced effects which are normally ignored in spacecraft ram/wake calculations may wm out
to be a particularly important. It has been suggesied that this constraint of charged particles to motion may become
of real concem for structures larger than particle gyroradii. The magnetic field also induces anisotropies in the
particle fluxes. Ambient fluxes, secondaries, beam fluxes, and charged particle wakes are all controlled to a greater or
lesser extent by the magnetic ficld. Whipple (1965) and Parker and Murphy (1967) have analyzed some of the effects
of these magnetic field induced anisotropies on spacecraft charging (see also reviews by Brundin (1963) and Gurevich
et al. (1970)) and found that the electron flux can be reduced by as much as a factor of two on some surfaces.

The low energy plasma that would normally lead 10 low absolute vehicle potentials is absent or distorted in
the de>. tion region behind a n object or inside the wake.. Auroral fluxes, artificial plasma beams, or the beams
produced by the wake itself could induce high potentials on isolated surfaces within the depletion region. Potentials
on the order of 1000 voits were observed on DMSP during passage through an auroral arc. The distortions of the
ram/wake during such chzrging events are being studied as they may ultimately limit the potential to which an
isolated body can charge (Kaiz et al., 1984).



2.6.2 Radio Distortion in the Sheath

Reflection: Electron density irregularities in the vicinity of an antenna and antenna feed system cz
the farficld antenna patterns, reducing the main beam efiiciency and increasing the sidelobe levels. This eff
undesirable for either receiving or transmitting antennas. Severe destruction of the beam patiem occurs if t
density leads to a plasma frequency comparable to the wave frequency:

9
f] Hz) =
M) = T3 VN

(2-28)

where N is electron number density in cm—3. Densities of 108 t0 1012 cm~3 are necessary o severely affec
MHz to 10 GHz range. Although natural polar electron densities range only up to 10° cm=3, local ionizati
vicinity of a large space structure may be significantly higher in the ram direction or enhanced due 0 auror:
bombardment.

Disiortion: At lower densitics, the nearficld phase pattern is modifie<, distorting the farficld patie
the ram/wake densities are expected to be widely varying function of location and time, the farficld pattern
change with time. Ram/wake densities were observed 10 vary over 105 near the Orbiter on STS-3 and STS
Naturally occurring variations in the clectron densitics in the ionosphere due 10 auroral particle precipitatior
auroral cuirent systems distort radio transmission in the ionosphere.

Haonosic Distontion: The preseace of plasma and plasma irregularitics in the vicinity of high po
transmitters could cause noalincar cffects on the signals. The nonlinear effects come about in a number of
the plasma tends 10 rectify the signals or if irregularitics cause wave encrgy 10 become trapped in a localize
then harmonic distortions or other nonlincar effects can occur.

One of the most insidious ways in which (0 get high plasma densitics in the region of an antenns
process called muktipacting. If the time required for a charged particle to transit the gap between two elen
antenna comresponds 10 the time required for the voltage on those clements 10 change sign, secondary emiss
those clements may release ufficient electrons to cause one or more of the distortions described above.

2.6.3 Collision Induced lomization

Two different types of plasma sheath formation processes are postulated for the environment abo'
First there are the collisional models of Medved and others that assume the dominant process is basically t
of collisions between ambient particles (nearly) elasticity scatiering off the vehicle surface and the incomis
flux. In the center of mass frame this represents a collisional velocity twice the velocity of the vehicle rel
the gas. Since the velocity of a typical low altitude vehicle is 7-8 km/s, the kinetic energy available per p
the center of mass frame varies from about 4.6 eV for N to 10 eV for 0. There is close to sufficicnt encry
therefore 1o ionize the ambient constituents in the vicinity of a low altitude spacecraft through collisions.
Station altitudes, however, this process alone will likely not account for the pronounced plasma enhancem
observed.

The second mechanism, proposed by Papadopoulos (1984), invokes a plasma instability to gener.
enhanced plasma sheath. Neutral particles reflected from a satellite surface at low altitudes have, as alread)
nearly enough energy o ionize the incoming flux. The high velocity of the neutrals and ions relative w0 t
magnetic field is also sufficient to evoke the plasma critical velocity effect. Given this ionization, Papad
(1984) proposed a plasma process that involves a two stream instability between the incoming ram and ref
ions. The ion instability sets up electrostatic waves which in tum heat the ambient clectrons. These in 4
the in situ and ram neutral and ion constituents. If the electrons are excited to 20 ¢V or higher, they allov
reactions. Papadopoulos proposes that this process could produce both “"Shuttle Glow" and the observed e
ionization and temperature in the ram direction.



2.6.4 Biased Surfaces

Parker (1979), Parker (1980), Stevens (1980), McCoy. ct al. (1980), and Reiff et al. (1980) have all carries!
out calculations of the currents to biased surfaces for large high voltage structures. They find that a major effec? 1s to
induce large voltage gradients in the plasma sheath. Negative potentials may cause preferential deposition of
positively charged ion contaminants or sputtering . Chemical effects in the presence of the accelerated iozs may be
enhanced. Focusing or acceleration due 10 pusitive potential ficlds around exposed high voltage surfaces may greatly
enhance electron fluxes Exposed potentials such as high voltage solar arrays may cause a variety of environmental
interactions. Several of these are discussed in more detail below.

Positively charged surfaces immersed in the dense Space Station plasma environment, even when insulated,
can lead to substantial (10-20% at Space Station altitudes) power loss. Small pin holes in insulation covering
positive potentials on a solar array are able 10 attract large currents (the pinhole effect). Below about +100 V the
electron retum flux is about what would be expected for the area of the exposed surfaces (typically the interconnect
wires between solar cells). Above about +100 V, however, a curious phenomenon is observed that can greatly
enhance negative current collection for positive surfaces. When a small pinhole exists in the insulation, the flux of
incident electrons accelerated by the gradients around the pinhole is of sufficicnt energy and intensity to gencrate
enhanced fluxcs of secondary clectrons from the insulating surface. This cloud of secondaries greatly increases the
apparent size of the pinhole by creating a local enhancement in the plasma that effectively defeats the insulation.
Such pinholes are inevitable, except for exceptionally thick insulation, duc 10 the flux of micrometeoroids and
surface crosion. Thus power loss can occur even for insulated swefaces! Fortumately, positive surface areas on a
vehicie are ussally less than 1/40 of the negative surface arcas. This follows because, for the same energy, the ions
are 40 times or more slower than the clectrons. Since the spacecrall as a whole flosts with respect 10 the plasma, the
average poteatial of the craft will be negative. Thus, for current balance the factor (flux * area) is constant, implying
that ion coliection arca must be 39 times that of the clectron collection area. Not discussed here, but very important
in a complete understanding of this phenomenon, is the effect of the Earth's magnetic ficld on the collection of
clectrons.

Since most of the floating asray surface will be negatively with respect o plasma ground most of the
exposed array interconnccts will collect ions. Since the solar cell coverglass is an insulator it will remain at a
potential ncar plasma ground creating a substantial differential potentisl with respect 0 the solar acray conduciors.
This differential has been observed to cause arcing both in laboratory experiments (Kennerud, 1974, Stevens, et al.,
1978) and in space experiments (Grier and Stevens, 1979 and Grier, 1985) at relatively low potentials (-255 V in
the high density plasmas associated with the Space Station). The arcing threshold is inversely related to plasma
density. The susceptibility of modem space systems to such phenor.cna is not known, and the relative sensitivitics
of two different armay designs tc the same environment has never been studied. In particular, the variation of arcing
threshild for negatively biased surfaces with ram/wake conditions, solar illumination, and high energy auroral
electrons has not been determined. Since recent studies indicase that surface effects on conductors and other surface
conditions may be important in initiating arcs, it is necessary t0 examine discharge rates as a function of exposure to
atomic oxygen, and similar processes which could significantly alter surface properties. C. K. Purvis, N. T. Grier,
and D. B. Synder at NASA's Lewis Research Center, as well as others, have performed experiments and constructed
models aimed at determining the response of materials and configurations to charging effects.

Very high potential differences between closely spaced electrodes exposed to the plasma environment are in
danger of shorting out through the plasma through the normal gascous breakdown phenomena. The breakdown
voltage in these situations is usually expressed in terms of a Paschen curve (figure 2-13 below).
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When high frequency electrodes are exposed 10 a plasma it is possible to generate dense clectron plasmas by
multiple impacts of electrons with the surfaces of the clectrodes (multipacting). When the time required for a
secondary electrons generated at the surface of the electrode to transit the gap between the electrodes is in resonance
with the frequency of the applied voltage, secondary pasticles arrive at the opposing electrode just in time to create
new electrons for the return trip. Under the right conditions this leads to a a rapid rise of plasma density in between

the electrodes. The effects of a dense plasma in this region can be dramatic, shorting out the electrodes or blocking rf
transmission.

2.6.5 Torques and Induced Fields
Torques produced by the interaction of current flows in spacecraft with the earth's magnetic field can degrade

pointing accuracy. In fact, some spacecraft use this effect in their attitude control systems. The torque on the
spacecraft is produced by the attempt of the magnetic moment 1o align itself with the ambient magnetic field. The

torque is given by
N =%] x x {J x B\,.:’x
(2-29)

where N is the wrque (gaussian units), ¢ is the speed of light, x is the position vector, J is the current density vector,
and B is the external magnctic fickd. This integral can for many interestings cases be expressed by the simpler
expression,

N=mxB (2-30)

where m is the magnetic moment. The magnetic moment of the spacecraft is calculaied by integrating over all of
the current loops.

m=L x xdl
% around current loop

Im = % x (Area of loop) 231

where m is the magnetic moment in gaussian units. The second expression is useful when ine current lics in a

plane.

The magnetic field also plays a role when there is movement across the magnetic field inducing currents and
electric fields in the same manner as an clectric generator.  These effects could be significant for large objects or
tethered operations  In these cases both the charging, induced cusrents and fields and the torques and forces on the
space system will need o account for the presence of the earth's magnetic field and the motion of the space system
with respect to the magnetic field.

For example a satellite at space station altitudes will see an electric field of about 0.3 volts per meter
radially from the canth. The tethered satellite sysiem (TSS) seeks o use or at least understand this effect by studying
gravity gradient stabilized wires tens of kilometers long generating potential differences of kilovolts. For structures
this large and with voltages and field this big, many effects will becomc important including the ability of the space
structures (o collect and maintain the currents implicd in such a system.

2.7 Summary

Plasma interactions with the surface of a spacecraft can and have lead to surprising reaction in spacecraft
systems and need careful attention from the beginning of the design process. However our understanding of plasma



processes is growing, spacecrafiplasma interactions are becoming understood, and there are engineering iechniques
(see chapter 6) available for many of the known effects. Although studied for a long time, the physics of
breakdowns is not yet fully developed. Detailed description of plasma currents in the magnesnsphere is an active
ficld of rescarch. More subtle effects of the plasma of space systems are becoming important. and the inevitable
change in space system technology is focusing our attention of new aspects of charging. Spacecraft charging will
continue (0 be an important aspect of space system design for the foreseeable future. The hard leamed lessons of the
past predict future progress and development a: our ambitions in space grow.



Chapter

3

INTERNAL DISCHARGES
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materials. Of most concern are large volumes of floating conductors, although charge buildup in bulk dielectrics
on the surface of good inmlatotsmnalsopmdmcunwmedcﬁeclshsyswns. The most graphic examples of |
discharges in insulators are lheLiclumbcrgpatmswodwedinckxplmic mplcsbybmnbardetwid\
electrons. Figure 3-1 emphasizes the charge buildup and discharge in a circuit board with floating lands.
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3.1.1. Penetration of Electrons to Interior of Spacecraft

The calculation of the passage of charged particles through materials involves energy loss 10 the primary
charged particle by ionizing or exciting particles in the materials along its track, by Bremsstrahlung and other
inelastic scattering processes, and by elastic nuclear scattering. Considerable effort has gone into accurately
describing these processcs, and comparing these calculations to measured results. For electrons the process is
particularly complicated by the fact that the electron’s mass is so small compared to the mass of the atom and
therefore it is casy for it t0 have very large angle scattering events.

3.1.1.1. Enmergy Loss by Electroms

The energy loss per unit path length decreases with increasing electron energy with an inverse velocity
squared dependence until the velocity becomes relativistic. This is followed by a broad minimum (called the
"minimum ionization") with a very slow increase at higher energies. The energy loss of clectrons as a result of
ionization as the electron travels a distance dz in a material is:

2
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material, m, the rest mass of the clectron, and e the charge on an clectron (see van Lint et al., 1980, p. 58).

The increase at very high encrgics is due 0 the: relativistic sharpening of the transverse electric field of the
moving clectron. This relativistic effect approaches a value of 1.3 0 1.5 times the minimum value depending on
the material. The ionization loss in other materials can be estimated from the eaergy loss in silicon by multiplyis
by the ratio of Z/A. For example stopping power (dE/dx) in iron is 0.96 times that in aluminum.

For electrons of energy 10 MeV or less, ionization loss is the dominant mechanism for slowing down a
stopping clectrons. Above 10 MeV other processes become important. This is shown in Figures 3-2 and 3-3.
There arc many texts (for example Evans, 1955, or Fermi, 1950), which give detailed discussions and derivations ¢
the transport of electrons (and other particles) in matter.
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3.1.1.2. Electron Range, Effect of Shielding

Since internal discharges depend on particles penctrating 10 the place where they collect and finally
icharge, shiclding (if grounded) can be very effective in reducing ID. For examplc, increasing the shiciding from
'to 100-mil (Aluminium) will remove internal discharges as a concern for many geostationary storm
vironments.



Of practical interest is the range of electrons in materials. Figure 34 shows the empirical range energy
relationship for electrons absorbed in Aluminum (Evans, 1955). Katz and Penfold, 1952, give an empirical fit,

R=412E® ; =n=1265-00954IE (3-2)
for clectrons with energies greater than 0.01 MeV but Jess than 3 MzV, and
R = 530E-106 (3-3)

for electrons between 1 and 20 MeV. The range, R, has units of mg/em? in these expressions, and E is in MeV.
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Figure 3-4. Electron Energy Versus Range in Aluminum

3.1.2 Charge Buildup

The charge buildup in or on a material can be estimated by considering all of the currents which deposit
charge cither in or on the material and those which represent currents away from the material or surface. The



expressions and discussion on surface charging already covered are still valid. For intcmnal surfaccs, the only
difference is to calculate the incident flux by considering the effects of the shiclding the spacccraft mass provides
between the surface in question and the ambicnt environment. However, in addition onc now needs to consider the
charge deposited in the bulk as well.

The currents which necd to be considered in cakculating the charge deposited in the bulk of an insulator or
isolated conductor are:

1. Incident electron and ion currents

2. Secondary emission from the surface

3. Diffusion of charge through the material

4. Charge flow due 10 clectric fields inside the material (perhaps an Ohm's law type flow? Scc discussion

under material charging.)

Hopefully in estimating the charge buildup, some of the above considerations can be neglected. For
example in many cases the ions do not penetrate very far into the interior of the spacccraft and only clectrons need b
considered. If the surface of the insulator is covered with a conductor the boundary condition is cstablished by the
potential of the metal surface. Suppose we have a planar piece of ungrounded metal which is collecting charge
rapidly, so that we can neglect the leakage from the plate through the insulator. The charge buildup will be
determined by the capacitance of the plate Q=C V, where C = xgxA/, x is the diclectric constant of the matcrial,
K is the dielectric constant (8.8542 * 10-12 farads/mcter), V is the voltage across the matcrial, V=~ E x d, d isa
typical thickness of the material and E is the electric ficld across the material.

Typically, a good insulator will have a breakdown threshold electric ficld on the order of 108 V/em.
Specific geometries and diclectric properties will increase or decrease that value by faciors of 3 or 4. The charge
required to cause a breakdown if none of the charge lcaks off will be

% =ggeE = € 88x 101 farads/cm x 106 Vicm  (34)

where ¢ is somewhere between 1 and 10, so that the fluence required will be

g _ nt_ s
> = 55*10 =) 3-5)
3.1.2.1 Charge Leakage

Low flux laboratory tests have shown that diclectrics do not charge and discharge all the time. One
conclusion is that dielectrics inside satellitcs must charge to some steady state potential where the charging current
balanced by leakage terms. Leakage terms can be included in the above analysis by considering the voltage as a
function of time including the lcakage term.

V@) = % j jdt - % j i(eakage) dt  (3-6)

In the case of a simplc Ohm's law matcrial, i(leakage) is the voltage divided by R, the resisiance. R is proportiona
to Yconductivity. The conductivity is dctcrmined by its ambicnt conductivity plus any radiation-induced terms and
field-induced terms. In general, there can be a voltage dependence for the conductivity. This formulation can be
expressed in a more pleasing form mathematically as follows

& A VO _ j-d YOo(V)
x “ciV-Tr = - G-
€€y €€g

The expression relates the change in voltage based on the incoming current and the leakage. For stcady state, dV/d
0, the equations simplify.

Laboratory tests aiso show decharges long aficr the charging beam has been turned off. This implics that
simple Ohm's law behavior is inadequate.



3.1.2.2 Material Charging

Charge buildup within a maicrial such as Teflon can be vicwed as follows. The charge on a surfx
incident charges from outside the material is calculated by considering secondary emission, ctc. (as outline
discussion of surfacc charging). The electric fields inside the material will depend on any external ficlds, th
charge (as a boundary condition), the polarization of the die! ctric, and any space charge icft within the bul
diclectric itself. The boundary conditions will play a significant role in dctcrmining the ficld across the dic
A diclectric body which includes trapped charge is called an eloctret (Gerhard-Multhaupt, 1987). In some ¢
trapped charge in an clectret is of oppositc signs and the net charge is zcro. In figure 3-5 Scssler (1980) pe
some of the configurations of planar clectrets.
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Figure 3-5. Elcctrets: Excess Charge and Polarization in a Diclectric



3.1.2.3. Currents in Electrets

Currents flow in an electret because of time and space variations in electric fields, and electret charges.
Following the discussion of Sessler (1980), the current is easily divided into conductive and displacecment
componente. Conductive currents are the physical motion of charges through the material. The conductive-current
density is related to the real charge density p; by the continuity equation:

9p;(x,0) d jj(x.0)
at = -~ for planar geometry  (3-8)

The real charge density p is related to the electric field by Poisson’s equation,

VeD = pi (3'9)

The total charge density is made up of two parts, the real charge density, p}, and the dipole polarization or
raicroscopic charge displacement component, p2

P =P+ and ¢ =01+0; (3-10

for surface charge densitics. The dipole polarization component is related 10 that part of the polarization of the
material, the “frozen-in component due to ... microscopic charge displacement” (Sessler, 1980).

pp=-VePy (311)

where total polarization, P, is divided into two parts, the instantancous, Py, and the quasi-permancnt component, Py
P=P; +P; ; Pp=¢ge-1NDE (3-12)

Displacement currents are due to inductive effects.

0P
. E 2
h =gyt a.a—.t + ry (3-13)

The total current density is j=ji+jp. (3-14)

The conductive current, j1. is expressed in terms of mobilities and charge densities as
i=[s+met+uy07]E (19

The conductivity of the diclectric, g, is
g =cmpu+mu) (16

where n; is the density of intrinsic positive carriers - both trapped and free, and v is the intrinsic density for
electrons. The total charge density for positive carriers is

en; +p;*



and for negative carriers

cn2+p2'

The trap-modulated mobilitics for positive and negative carriers are u1* and 2~ respectively. Once reason
up the expressions in this way is (0 separate out the physical components where g is the conductivity of the
dielectric, and p is the gencrally space dependent excess charge carrier density. The intcrnal charge decay in
dielectrics is governed by this conduction phenomenon. In substances capable of quasi-pcrmancnt charge st
mobilities are trap-modulated. If an electron is trapped ncar the bottom of the conduction band and moves b
extended states by quantum-mechanical hopping, the process requires no thermal activation and Icads to rela
high mobilities (10 cm2/(Vss)). If the electron is trapped below the "mobility edge” it nceds thermal energ)
perform the hopping process and the mobilit g is typically four orders of magnitude lcss. So-called decp traj
cven smaller mobilities, 1E-10 to 1E-17 cm4/(Vs).

3.1.3 Maxwell-Wagner Effect

In hewcrogeneous materials consisting of different components or phascs, such as paints, it is poss
the components w have different diclectric constants and conductivitics. In that case charges can accumulag
interfaces between componcents. When such a sample is heated and subjected to a ficld these charges can be
if the field is maintained during cooling. Subsequent thermally stimulated discharging (TSD) of the sampk
show an excess charge peak when the trapped charge is neutralized by conduction across the interface. (See
discussion by van Tumout in Sessler (1980) for comparison of a simple modcl with experimental results.)

Such an effcct also appears in uniform sampics when radiation-induced conductivity dissipates elec
non-uniformly. In irradiated diclectrics Maxwell-Wagner distributions can be implanied without icmpceratur

and extemal electric fields by penctrating charged particles.
3.1.4 An Example - Teflom Characteristics

Teflon refers 1o either PTFE (Polytetrafluorocthylene), PFA (Tetrafluorocthylenc-perfluoromethox
copclymer), or FEP (Tetraflourocthylene-hexa-flouropropylene copolymer). It is a combination of crystalli
amorphous regions. It has no piczoelectric or pyroelectric properties, and so is typical of many spacecraft ¢
and it has been extensively studied (see Sessler. 1980, and the references thercin). The intrinsic resistivity
high, =1022 ohm-cm. This is because both the mobility is small and the density of intrinsic carriers, n, is
dielectric relaxation time, €€¢/g, is approximately 109 s. In Teflon, transit time measurements over periods
of one microsecond yield mobilitics of 5 E-5Scm2/Vs and hole mobilities an order of magnitude greatc:. E
mobilitics obcy an exponential cmperature dependence suggesting shallow trapping centers. The temperat
dependence of "free mobility” is typically T 1w T2 The Schubweg, that is the distance over which a cal
under the influence of an electric ficld before it disappears by recombination, is about 0.1 micron at a few
FEP, and 6 microns in Mylar (PET -- Polyethylene tercphthalate) for an electric ficld of 8 x 10° V/cm anc
propgsnmal to the electric ficld. Holes in FEP have a Schubweg of about 100 microns for clectric fields c
of 10° Vicm.

3.2. Experimental Rates

Experimentally, diclectrics have been obsesved to charge o a steady state condition without disch:
condition is referred to as a saturation potential. Other materials have been obscrved to continue dischargir
external fluxes have been removed. For those materials in which a saturation potential describes the mates
no discharges have been observed below 0.3 pA/centimeter squarcd. At that current density it will take 74
reach a total deposited charge density of 5.5x101! electrons/cm?.



The time that dielectrics store charge is characteristic of the time constants for leakage. Typical spacecraft
dielectrics store charge for periods ranging between hours and days.

ceramic 0.5 hour
polyimide 2 hours
Teflon 12 hours
Fiberglass FR4 >24 hours

Whenever the time to accumulate 5.5x10'! electrons/cm? is less than the typical decay period of the material
and configuration, internal discharges are possible. To be absolutely sure there will be no discharges, measurements
of the maierials and configurations of interest are highly desirable. Variations in material and breakdown threshold
could decrease the fluence required by a factor of ten or more. Table 3-1 lists typical resistivities which can be used 1
estimate charge buildup.



Table 3-1. Resistivity Table

TIMLE | DESCRIPTION RESISTIVITY REFERENC
11 14
ALUMINA —_— 10 TO 10 ohm-cm CRC, 1977
(23 deg C)
ALUMINUM | — 2.6548 microhm-cm CRC, 1977
(20 deg C)
AMBER — — CRC, 1977
BRASS (RED CAST) 11 microhm-cm CRC, 1977
7 microhms-cm (20 deg C)
CARBON |— 1375.0 microhm-cm CRC, 1977
(0 deg C)
COPPER — 1.6730 microhms-cm CRC, 1977
(20 deg C)
1.71 microhme-cm
(20 deg C)
CROSS- |— 1016 ohm-cm COTTS AND REYE
LINKED
POLY-
STYRENE
DELRIN ACETAL poLy |10'° onm-em COTTS AND REYE
(OXYMETHY-
LENE)
EPOXY [— 4 x 10’ ohm-cm COTTS AND REYE
GLASS SEE 1012 10 10'° -
INDIVIDUAL
DESCRIPTIONS
HARD —_ - -
RUBBER
IRON - 9.71 microhms-cm CRC, 1977
(20 deg C)
14 16
KAPTON |POLYIMIDE 10 ~ TO 10~ ohm-cm |COTTS AND REYI




Table 3-1. Resistivity Table (Cont'd)

TITLE DESCRIPTION RESISTIVITY REFERENCE
KAPTON H |POLYIMIDE 1073710 10'° ohm-cm | COTTS AND REYES, 1985
LEAD —_ 20.6448 microhm-cm CRC, 1977

(20 deg C)
MERCURY |— 96.4 microhm-cm CRC, 1977
(50 deg C)
MICA A) SHEET A) 10'1'310 10 ' Sohm-cm | KAYE, 1986
B) MOULDED |B) 10 '3 ohm-cm
MYLAR HUMIDITY sax10? TO COTTS AND REYES, 1985
SENSITIVE 101 8 ohm-cm
POLYETHY-
LENE TEREPH-
THALATE (PET)
NICHROME | — 100 microbhms-cm CRC, 1977
(20 deg C)
NYLON (66) POLY _ COTTS AND REYES, 1985
(HEXAMETHY-
LENE ADIPA-
MIDE) HUMID-
ITY SENSITIVE
PARAFFIN |— _ COTTS AND REYES, 1985
— 1015710 1019 ohm-cm CRC, 1977
(20 deg C)
POLYETHY-| — 10157101029 ohm-cm | COTTS AND REYES, 1985
LENE 106
_ 7
POLY- (PAN) 102 1010 COTTS AND REYES, 1985
ACRYLONI-
TRILE
POLYAMI- |— 1x10'7 COTTS AND REYES, 1985




Table 3-1. Resistivity Table (Cont'd)

TMLE | DESCRIPTION RESISTIVITY REFERENCE
POLY- POLY (OXY- »>10 ' 7 ohm-cm COTTS AND REVES,
CARBON- | CARBONYLOXY
ATE -1, 4-PHENY-
LENE ISOPRO-
PYLIDENE-1,
4-PHENYLENE
(LEXAN)
POLY- poLY (ETHY- |1x10'* COTTS AND REVYES,
OLEFIN LENE-CROPY-
LENE) THER-
MOFIT)
POLY- - 10'7 ohms-cm COTTS AND REYES,
STYRENE
14
POLY- (SOLITHINE 25x10 ohmscm COTTS AND REYES,
URETHANE | 113)
PVE-2 POLY (VINYL- |2 x10 "5 ohmsecm COTTS AND REVYES,
IDINE-FLUOR-
IDE) (KYNAR)
SILICA - 4,000-30,000 megohm-cm|CRC, 1977
GLASS GE (350 deg C)
CLEAR
SILICA — 4 TO 2,500 megohms-cm |CRC, 1977
GLASS (350 deg C)
PYREX
13 15 -
SILICONES | — 7x10'° 7010 COTTS AND REYES,
SILVER —_ 1.59 microhms-cm CRC, 1977
(20 deg C)
SULPHUR | YELLOW 2 x 102 3 microhms-cm CRC, 1977
(20 deg C)
TEFLON |POLY TETRA- |8 x 10 'S ohms-cm COTTS AND REVYES,
FLUOROETHY- | 44 57
LENE PTFE 10 7010 ' ohms-cm
TITANIUM | — 10310 10" ohms-cm |CRC, 1977
DIOXIDE

(23 deg C)




Table 3-1. Resistivity Table (Cont'd)

TITLE DESCRIPTION RESISTIVITY REFERENCE
TUNGSTEN | — 5.65 microhms-cm CRC, 1977
(300 K)
VITON POLY (VYNIL- [2X 1073 ohms-cm COTTS AND REYES, 1985
IDINE FLUOR-
IDE CO-HEXA-
FLUOROPRO-
PYLENE)
wOOD (PARAFFINED) [102 10 10'2 ohmscm |KAYE, 1986

3.3 Discharge Process

With_ut a discharge, most intcmal clectronics and devices do not experience harmiul cffects. When a
mmammawmkwwhﬂmmm&ccmaum
malfunction, noise or even bum-out of the electronics. The discharge process is not undersiood precisely. It
involves the release of cnergy buikt up in an electric field due 10 charge separated in the insulator. The simplest case
dawwammmywnu&adam The possiblc modes for
breakdown in a gas were shown in Figure 2-12. The breakdown can be manifesicd in any numbcer of ways depending
on the voltage characteristics. For liquids and solids the situation can be just as complicaicd. For cxample, in solids
with voids, the voids break down as a small gas would under the applied voltage and the total behavior of the
material is a mixture of the solid behavior and the small gaseous portion. These arc called partial discharges in
solids (Bartnikas, 1987). In this case, the solid behaves perfectly linearly, but the gas in nccdic shaped voids breaks
downwlwnﬂnvo!mgeaamsﬂwwisexcwdedmdnnghdwmiuﬂwwlidmawﬁmhasnotyclwacbcd
breakdown. Depending on the density of the voids, this can lead to very complicated situations.

Tests are usually relicd on to provide some insight into the behavior of materials, various techniques have
been developed which take into consideration the unique propertics of solid, liquid or gascous maicrials.

The fluence required for breakdown in an intemal situation like we have just described will be the minimum
fluence required, since we have assumed there is no Jeakage. So we do not typically expect intcnal discharges unless
the fluence is > 5.5x1011 efcm2. For materials with low breakdown voltage thresholds and with perverse geometries
and dielectric propertics, discharges may be scen at lower fluences. Nonetheless, we would not expect internal

discharges unless the material was a good insulator or an isolated conductor which had cxpericneed a flucnce greater
than 5.5x10!! ecm2,




3.3.1. Buried Charge Breakdowns

In the situation where charges have sufficient energy to penetrate below the surface of a diclectric and
become trapped while the dielectric surface is maintained near zero, strong electric ficlds will exist in the material
This can icad to electric fields inside the material large enough 10 cause breakdowns. The ficld can even change s
inside the material. Breakdowns within and on the material can be avoided if the matcrial is conductive enough.
There is some work currently pursuing conductive polymers (Conwell, 1987), but most commonly used diclectri
on spacecraft are good insulators. An estimate of the conductivity required to eliminatc the danger of buried charg
and surface discharges can be made as follows.

The differential equation relating currents and fields for a linear diclectric in onc dimension is:

e B 4 gEEY) = J0)  G-17)

where ¢ is the dielectric constant, g(x) is the conductivity at depth x, E(x.t) is the clectric ficld, and J(x) is the cur
density. The solution o this equation, assuming J(x) and g(x) are independent of time, is

o v 2] [83] « 1o - on [ 2]

G-18)

where Eg(x) is the field at 1=0. At long times this reduces 10 the form E=J/g -- a simplc Ohm's law response. T
the flux, J, into and out of the diclectric can be used 10 estimate the conductivity, g, required w eliminaie intemal
discharges.

The current density, J, during substorms is typically in the range 0.1 10 1.0 nA/cm2, giving a value of -
10~!5 mha/cm for the minimum allowable dark conductivity assuming the breakdown ficld is 105 Viem.

3.3.2 Minimum Discharge

In gaseous discharges the breakdown depends on the product of the pressure of the gas, P, and the scpara
of the clectrodes, d. At values of Pd approaching a total vacuum the breakdown voltage is fairly high, but as the
pressure increases, the breakdown voltage drops. At some value of Pd the breakdown voliage reaches a minimun
and begins w rise. Early rocket flights with exposed high voltages expericnced breakdowns as the rocket passed
through this minimum breakdown region; that is, for a fixed separation between the high vollage clectrodes, as o
pressure dropped, the breakdown voltage fell until there was a breakdown. The breakdown occurred at some high
altitude when the pressure times the separation of the clectrodes was above the Paschen curve. This dependence 1
shown in Figure 3-6. The minimum is called the Paschen minimum an the curve is callcd the Paschen curve.
Breakdowns v.ould be expected when the voltage across the gap between the metal clectrodes exceeds the Pascher
curve.
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Figure 3-6. Paschen Curve for Breakdown in Air (Sess.er, 1980)

333 Electrode Geometry

The details of a Paschen curve for any gas depend on the shape of the electrodes separated by the gas. As
the electrodes get sharper, the local electric field gets higher and the breakdown voltage drops. Similarly the
breakdown in solid dielectrics is influenced by the shape of nearby conductors and the charge distribution on and
within the dielectric. For many experimental studies it is convenient to divide the configuration into the simple
geometric categories shown in Figure 3-7. The energy and peak voltage in the brcakdown pulsc cven for the same
maierial are strongly influenced by the geometry. In general, floating metal configurations givc the largest and
narrowest pulses; breakdowns in diclectrics surrounded by metal give the smallest and broadcst pulses; breakdowns
involving one free surface give intermediate results,



Cable and Planar Symmetries
Free Surface

( to sensitive circuit )

Enclosed Volume

(to sensitive circuit )

Floating Conductor

to sensitive circuit )

Conductor Connected to Active Circuit

. Floating conductor Dielectric

Figure 3-7. Iniemal Discharge Configurations Used on Internal Discharge Monitor
3.4. Calculation of Internal Discharge Rates

If intemal discharges cannot be eliminated entirely, the engincering concem is "how oticn will the discha
occur?” A feel for this number can be obtained by referring 10 Table 3-2 from Coakley. In this table the time
required in seconds for the flux to equal 5 x 101! e/cm? is estimatcd for diffcrent space cavironments and shiclaing
There are approximatcly 8.6x10? seconds in a day and approximatcly xx107 scconds per year. The shiclding is



issumed to be aluminum with 2.7 gicm3 density. One mil is one thousandth of an inch. The fission saturated
wmbers ignore the first 12 hours after injection of fission electrons to allow the pumped up belts 10 equilibrate.

l'ypical pulse shapes are thought ic be in the range shown in Figure 3-8.

peak voltage

30V .-c=a Typical ID puise
N
1V circuit
A sensitivity
1 100

Pulse width (nanoseconds)

Internal Discharge Characieristics. Typical ID pulses are generated on reasonably

small surface areas or in small volumes of insulators and so range from 10 o

several hundred millivolts with pulse widths in aanoseconds.

Table 3-2. Time (Seconds) 0 Reach Minimam I~emal Discharge Fluence (Coakley, 1986a)

Environment Surface 20 mil 100 mil 250 mil
Natural

Low earth orbit nva 2x107 5x 108

1/2 synchronous wa 1x 106 2 x 108 1x 1010

1.0 synchronous a 1x 106 7x108 1x 1010
Storm

Low carth orbit n/a 2x 10° 5 x 106

1/2 synchronous 102 7x10% 8 x 10° 1x108

1.0 synchronous 3.102 1x10° 3x 108 1x 108
Fission Saturated

Low earth orbit m 1x102 1.5x 103

1/2 synchronous 1x 10! 2x103 4 x 107 1x106

1.0 synchronous 1x 10! 7x103 1.7 x 105 1.5x 108




Resistivities (Q-cm)

3.4.1. Discharge Rate Depends om Incident Flux

Indemal discharges occur on and in materials with very high resistivity. For those materials, the voltage
drop across the material o maintain currents on the order of those flowing in space is reasonably large. The larger
the current the greater the potential difference for ideal Ohm's law materials. From this alone one would expect a
flux dependence on the rate of discharge in insulating materials. Figure 3-9 shows how the assumption of an ideal
Ohm's law material is helpful in determining which materials are intemal discharge concerns.
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Figure 3-9. Ohm's Law Materials Versus Space Currents
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34.2. Experimental Discharge Rates

Figure 3-10 shows some data from Coakley (1986a) on circuit board maicrials which indicates a flux
dependence. Aﬂenheinitiald\apﬁsc.d\edischtgenwmrswbcalmostlincarwimmcnux.

1000
(for a printed circuit board
and a fission spectrum, see
Coakley, 1986a)
100
N
§
3
b
3
e
c
e
g 10 (Notice that the discharge rate
is not linear -with accumulated
charge)
N

| | | |
0 20 40 60 80 100

Internal Discharge Rate/hr

Figure 3-10. Flux Versus Discharge Ratc



Some generic materials and configurations have been investigated for intemal discharge characteristics.
Table 3-3 is taken from the work donc in preparing the internal discharge monitor for the CRRES spacecraft
(Robinson, 1985).
Table 3-3 Measured Intemal Discharge Pulses
Thickness Min Max
Magerial Shape Voltage Voliage
Fiberglass 125 mils 0.10 5.0
FR4 configuration 2
Fiberglass 125 mils 0.02 100
. FR4 configuration 6
Fiberglass 12S mils 0.05 1.00
FR4 configuration 4
Fiberglass 47 mils 0.01 0.20
FR4 configusation 2
FEP 90 mils 1.00 100.
Teflon coafiguration 6
FEP 90 mils 0.02 0.20
Teflon configusation 4
FEP 90 mils 0.01 0.20
Teflon configuration 2
PTFE 90 mils 0.02 1.00
configuration 4
PTFE 90 mils 0.03 0.20
configuration 2
o Alumina 40 mils 0.02 40.0
configuration 6

3.5. Coupling to Semsitive Circuits

Once a discharge occurs, the coupling of energy proceeds exactly as described in the discussion of srface
charging and discharging. The differences between an internal discharge and a surface discharge are: the lower
amount of energy usually involved, the slightly faster initial pulse, and the possibility of much closer proximity of
the discharge site 10 a sensitive circuit.




36. ID Causing Enviroaments

Intemal discharges are caused when charged particles build up on a surfacc or in the bulk of a maicrial inside
the spacecrafi 10 the point where a discharge occurs. Inernal discharging is of concern when the fluence received is
greater than approximately 1011 electrons per centimeter squared. For electrons to pencirate the skin of the spacecraft
and so cause internal discharge their energy must be in the range of 300 keV 10 5 McV. Bclow about 300 keV
electrons cannot penetrate the skin of a typical spacecraft. Above 5 McV, electrons typically pass through a box of
electronics, and for electronics near earth, the natural population of electrons above $ McV is very small. No
laboratory experiments 10 date have produced inierna! discharges with current deasity less than 0.3 pA/cm2. The
population of electrons in most spectra is well below 0.3 pA/cm?2 above 5 McV. Some missions (for examplc those
10 Jupiter) may have to contend with harsher 2nvironments but those tend to be specialized cases. Each mission
should evaluate its mission flux independently. It is the peak flux which helps determine the likelihood of internal
discharges. Figure 3-11 shows a typical environment of concem (the predicted CRRES environment an eliptical
orbit from shuttle altitude 10 geosynchronous).

Predicted and measured laboratory simulation spectrum
for IDM (after Coakley).

2E-11
Laboratory
measured

2E-12 -+

2 ed for
cm 112 orbit
2E‘13 o
2E-14 } |
1E-2 1E-1 1 10
Energy (MeV)

Figure 3-11  ID Space Electron Environments; Predicicd and Mcasured Laboratory
Simulation Spectrum for IDM (Coakley et al., 1985)

The environment near the carth is shown in Figure 3-12. A fission saturated environment is a good
estimate of the upper bound of the penetrating electron fluence for intemal charging calculations.
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Figure 3-12. Space Electron Environments (Coaklcy, 1986a.b)

The time it takes for a satellite 10 have its insernal diclectrics charged by a fluence of 5.5 x 10!lecm? can
be estimated for different orbits around the carth as a function of the shiclding between the diclectric and the surface
of the spacecraft. In Table 3-4, these calculations are summarized for two orbits of imterest, synchronous and half
synchronous. Three shiciding cases are alse considered under cach orbit condition, 20-, 100-, and 250-mil aluminum
shiclding. If the typical time required 10 absorb 5.5x101! efcm? is less than the time required to bieed off
accumulated charge, internal discharge is a concemn,. If the bleed-off time is short compared to the time to
accumulate 5.5x10!! ecm? then there is no concern for intemal discharges.

Good insulating materials typically used in spacecraft have virgin dark conductivities on the order of 10-18
per ohm-centimetes. Electric ficlds may increase the conductivity by an order of magnitude or more. Radiation
induced conductivity can increase the conductivity even higher, typically another order of magnitude. Surface
conductivities are an order of magnitude higher than bulk conductivities. Ceramics in spacecraft configurations will



store charge for an hour or 36, polyimides and Teflon for several hours, and fiberglass composites (like FR4) for
scveral days. Resistivities of some spacecraft materials are given in Table 3-1.

Table 3-4. Charging Time for ID Near Earth

Fission
(20 mil shielding ) Typical Storm saturated
Low Earth orbit 2.0E+7 2.0E+5 1.0E+2
One-half
synchronous 1.CE+6 7.0E+4 2.0E+3
Geosynchronous 1.0E+6 1.0E+5 7.0E+3
Fission
(100 mil shielding Typical Storm saturated
Low Earth orbit 5.0E+8 5.0E+6 1.5E+3
One-half
synchronous 2.0E+8 8.0E+5 4.0E+4
Geosynchronous 7.0E+8 3.0E+6 1.7E+5
Fission
(250 mil shielding] Typical Storm saturated
One-half
synchronous 1.0E+10 1.0E+8 1.0E+6
Geosynchronous 1.0E+10 1.0E+8 1.5E+6




3.7. Summary

Internal discharges occur when charged particles, primarily electrons, penctrate into floating metal or chunks
of dielectric within the spacecraft. Thus we are limited primarily to the radiation belts where there are significant
quantities of high energy penetrating particlcs. We are primarily intcrested in electrons because of their long mean
free paths at typical radiation belt encrgics in typical spacecraft structures.

Following geomagnetic storms the radiation belts can be emptied and refilled with high energy electrons.
During active times like that the fluxes can reach high enough levels 10 cause intcral discharges. The GOES 4
failure was correlated with a buildup of the high energy clectron population. At Jupiter, the quiet time radiation belt
is of sufficient intensity o0 cause ID's (see the POR in Chapter 5). Intemal discharges are especially WOITiSOme as
they occur very near sensitive circuits and do not benefit from Faraday cage design. Care in removing floating metal,
carcful clectronic design, and adequate shiclding can eliminate or reduce iniernal discharges.



Chapter

4

SINGLE EVENT UPSETS

4.1. Shﬂclvmllpm(mhnﬂavylm

Wmmmw@ﬂh-wmm:mm:duphm
digital logic. UﬂymwmhmmaMmmhmwdwm
Mmmmamdum mwm-&awmaw
visibly demonstrate SEUs. (Amyhcﬁmkqﬁuﬂymﬁemdmﬂummmmmu
componcms.) mmmamhuumm.mhuwmm. SEUs
m.mmmﬁummmmm)mmmmmm
wwmmammdmmhmmmmamm Lower
power is desired for mose efficient caergy usc. mwtmhmmmm
operational performance. Speedisamddnmﬁu,lheﬁsﬂhne.ﬂwdehyﬁmeamoﬂupamm
that measures how fast the device can perform its function. Mnechnologyhasadvzwcd,abitinm:deviceis
xeprcsenwdbysnalkrmdsmallamnsofch:ge. This is illustrated in Figure 4-1, which the Glileo Project
usedtoexplaintoNASAmmgemanwhylhiscffectwasnotofcawnforVoyager,b\nwasfotu\eGalileo
spacecraft. my-axisthmcmsaqmlityfxtuformedcvice. Tt is the energy in picojouks involved in each
operation of the device. Thcmgyasocmdwihmhwuakxnsd:powmqmedwmﬂndeﬁwdiﬁded
wmmmmmmm. Fomamucrddreasons,chipmmufacmreswantchipswhichm
fastcr,useaminimmnofpowet,mdholdamhinfmnaimaspossiblc. As one decreases along the y-axis, onc
is either increasing the speed of the device or ing the power (or both). The horizontal axis (x-axis) is the
threshold for single cvent upsets for a device. mmllenhisvalmmclagerdwsensiﬁvityofﬂwdcvicewSEUs
will be. Thmdnq:wewedbymisgrmhewmmmof“goodw” for the device: its
commercial value, and its hardness to SEUs. mmhbeledhﬁewmﬂwmualpedmmeofcm&
chip technology in the recent pasi. Mmmmmwmmwmmwmm

gohgwmmmemdmewnﬁwmmmmahhgmmwaknmfxmmwﬂwdmga.
aldwmdwaystocircumvaumismectofmllerndfwdevm
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4.1.1. Early History -- (Ceatributed by E. Petersen, NRL)

Wallmark and Marcus first predicted upsets in 1962. They looked at the evolution of microcircuits and
pointed out that as the devices got smaller they would enter a region in which there would be upsets. This work was
more or less ignored because it was too far ahead of its time. Then in 1975 Binder, Smith, and Holman published a
paper in which they identified upsets in flip-flop circuits in the space environment. This work was again ignored.

In 1978 Pickel and Blandford performed an analysis of the upset in dynamic circuits in space. In 1979 May and
Woods showed that upset problems in newly developed 4k memory chips were caused by alpha particles, and a tcamn
from Aerospace, Hughes and JPL lead by Kolasinski used particle accelerators 1o test Binder et al.'s single event
upset supposition. Since that time there have been many upset tests and predictions as well as upsets on satelliies
using sensitive parts. Upsets have occurred in all kinds of device types including TTL, CMOS, NMOS, and fast
bipolar.

4.1.2. Basic Mechanism

Early experiments with SEU sensitive parts showed that 1o zcro order, the occurrcnce of an SEU was a step
function process with a threshold determined by the charge stored on the node in the IC representing the state of the
bit. The simple argument gocs that when an ionizing perticle passes through the depletion region of the off node in
the flip-flop circuit, the electron hole pairs lefi along the pasticle’s path are separated by the electric field in the
depietion region, resulting in a short current pulse at that node. If that pulse is large enough and lasts long enough,
the feedback of the ciscuit will cause a change im the final stase of the circuit. This is interpreted by the rest of the
clectronics as 3 "bit-flip” because that memory location now reads the opposite of what it did before the particie hit
it. Typical flip-flop circuits arc discussed Inter in this chapter. Figuse 4-2 illustrates the passage of a beavy ion
through the depietion region of the off aode.
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the bit in memory repsesented by that circuit. The volume the particle must hit 10 cause an upset (the seasitive
volutte; is determined Dy the chip feature size. This determines the cross section or the probability of SEU. Figure
4-3 shows this cross section as the LET of the jonizing particle i¢ varied. The lincar energy trmnsfer (LET) of the
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Figure 4-3.  Classical Experiment Cross-Section. The two key parameters for determining
the SEU rase are the theeshoid and the cross-section at large LET times path
length. The actual cross-section as a function of LET times path length will
give a more realistic, lower value of the SEU rate.

4.1.3. Liscar Esergy Traasfer (LET)

The ikelihood of an SEU occusting in a particular sissation is depeadent both upon the charge deposited by
the incident pasticle and the state and characteristics of the elecwonic device. Let ws first consider the charge
scoositing abiliey of the incid il

The rate of ewergy Joss of a particle is ordinarily expressed i ierms of its stopping power, dE/dx. dE is the
cnergy lost 0 the incident particie in travcling a distance dx.

LET = % Typical waits are McV/micron  (4-1)

Many times this quantity is divided by the density of the target material, so that the stopping power or lincar energy
transfer (LET) becomes

LET = %B Typical units are MeV-cm?/mg.  (4-2)

h- 2 L

Figure 4-4 illustraies the typical behavior of various ions in silicon.
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Figure 4-4. Stopping Power in Silicon

For SEU investigations the importani parameter is the charge density per unit pathlength. This is related to the LET
or stopping power by a factor which expresses the average energy required in a given material (0 produce one
clectron-hole pair. For silicon it takes 3.6 eV/electron-hole pair. For GaAs it takes 4.8 eV/clectron-hole pair.
Supposing that half of the charge is separated and contributes to the current pulse, then the factor

-19
1.6 x 10 coulombs per 3.6 ¢V converts the energy deposited in silicon to the charge deposited in silicon.

4.1.4. Charge Required for SEU

Upsets are usually produced when the ionization produced in the chip results in a net charge which the flip-flop
circuit interprets as a command 10 change state. On the average it takes 3.6 eV 1 produce an electron-hole pair in silicon.
Producing clectron-hole pairs provides a conductive plasma, but does not produce any net charge on a node, unless electric
ficlds are present. When an electric field is present a significant portion of the charge available along the ionized track can be
separated and collecied. Silicon with a density of 2.329 gicm2 requires 3.6 ¢V/pair; GaAs with a density of 5.316 g/em2
requires 4.8 ¢V/pair.

Typical semiconducior devices (1980's) store information using a total charge in the range of 0.01 picocoulomb to
1.0 picocoulomb. In terms of kase 1970s/carly 1980s technology, feature sizes arc on the order of one micron, and depletion
depths -- the length over which electric fields exist-- are also on the order of a2 micron. The charges deposited in one micron of
silicon for various pasticles with energy between 0.1 and 103 MeV/nucleon (typical cosmic ray cnergies) are shown in Figure
4.5,
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Figures 4-7 and 4-8 show the effect of *forward biasing™ and "reverse biasing” on the deplction region. The scnsitive
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P-type Silicon

" L. . n- type Silicon
MWM)RMW negative charges (clectrons) are the majority carricrs
:onedmwwlll) doped with donors (Group V)
8 Negative ions arc fixed in the silison c.g. phosphorus, Arsenic
lattice, holes are free to flow in the Positive ions become fixed in the silicon
Silicon lattice lattice, electrons are free to flow in the
Conduction band

Conduction band  conduction band

Fermi level

Fermi level
“Vakence Band

Valence Band

When a junction is formed by bringing two differently doped silicons together (or doping different
regions diffesently) the charge density in the region between the p-type and the n-type region becomes a
deplction region, neither carrier type is majority. The charges rearmange themselves 30 there is an
clecwic ficld in that region. Since there is no external electric field, the Fermi level does not change
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Figure 4-6. P-N Junction



FORWARD Bias: Positive bias on p type semiconductor, reduces the depiction region by forcing majority carriers towards
the boundary, allows cusrent flow across junction casily.
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Figure 4-7. Forward Biased Junction



REVERSE Biss: ncgativ: bias on p type semiconductor, increases the deplction region by
forcing majority carriers away from the boundary, tends 10 restrict curvent flow across junction.
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Figure 4-8. Reverse Biased Junction
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4.1.5. LET aad Rauge ‘
|

The LET of a particle is dependent on the target material, in this case silicon, and the energy of the incident
particle. As the energy of the incident particle increases, the deposited cnergy increases 10 a broad peak at about 1
MeV/nucleon - called the Bragg peak. Beyond that, the ability of the particle to deposit encrgy decreases o a very
broad minimum near the poirit at which particles become relativistic. At very high relativistic energies there is a
gentle rising in the stopping power with energy.

The range, R, of a particle is defined as the distance a particle will travel before stopping in a material.

& _d& | -
= & %  **GEm
therefore

0 ®
fo-n o o

where R is the range and E is the initial energy of the pasticle.

Sirce dE/dx is given as a function of energy one may integrase the stopping power curve 10 obtain the range
of a particle in a mmserial. Northcliffe and Schilling (1970), Ziegler (1980), Litmark and Ziegler (1980) have
produced compilations of stopping powers and ranges for a number of ions and targets. Janni (1982) has listed
sopping powers and ranges for protons. The stopping power and range for protons in Silico from Jaoai are
summarized ia table 4-8 at the end of this chapier. Using the encrgy range reliation, the effects of shields or
overlayers can easily be takea into sccount. Given an initial pisticle of specifiod oncrgy, the toml range indicates
how far that particle will peactrate the target maserial. I the target m-<* wial is thicker than the range, the incident
will not penctrate the target. 1f the material is thinmer, the incident particle will degrade in encrgy by an amount
such that its range after cxiting the material plus the distance it traveled in the thin target material is the range it had
at its original energy. If the stopping power were constant with energy the new emergy would be just the fraction of
the total range icft 10 the incident particie, but the stopping power is a function of eaergy, and must be taken into
accout.

Tt is important 10 consider the effects of shielding and overlayers in SEU calculations. Degrading a
perticie's energy will actusily increase its LET if the imitinl pasticic has an encrgy sbove the Bragg peak. Section
4.2.1.2.2 emphasizes the importance of including shiclding in SEU calculations.

4.16. Funnelling

Without an electric field or differences in electron 2nd hole mobility 1o separate the charge along an ion's
track, there would be no net charge at a circuit node. A process called "funnelling” can add to the total charge
collected at a node in the circuit. Funnelling refers 10 the extension of the electric field which is usually confined 10
the depletion layer into the silicon beyond the depiction region. This is illustrated in figure 4-9. When this happens
the electron-hole pairs which normally recombine or very slowly diffuse into the depletion region are rapidly
scparated by the electric ficld and add 10 the total charge collected afier the ion passes through the chip.

Although the total charge collecied when a funnel plays a role may be several times that expected from the
path in the depletion region alonc, the pulse still rises and falls in fractions of a nanosccond as it did when no funncl
formed. Recent work has shown additional complications. For very heavy ionizing particles leaving a dense track,
recombination becomes important, decreasing the collected charge. For some structures that have very high electric
fickds, charge multiplication takes place, increasing the collected charge. For other devices the charge coflected by
diffusion is important.
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4.1.7. Curreat Pulse

'l'hecmuuinjecledaanodeinllleﬁ'p—ﬂopcilwiﬁsmemofmcmptchaxc--mmislhcchargc
deposited and separated in the depletion region, the charge “sweep up” in the funncl, and the charge which diffuscs
relatively slowly from the remainder of the ions’ path into the depletion region. The prompt and funnclicd charges
are scparated and collected very quickly, on the order of a fraction of a nanosccond. The delayed diffusion component
takes from one to hundreds of nanoseconds (o finally be collected. The total cosmic ray pulsc injecied at the node of
the circuit is then a sharply rising pulse with a rapid decay in a nanosccond or less, followed by a long, slow, small



current representing the collection of charge which is diffusing from the ion track to the node. A realistic SEU
current pulse has a sharp risc and fairly fast fall time with most of the charge collected in less than a nanosecond (see
Figure 4-10). So long as the pulse width is considerably less than the circuit response lime, the critical charge is
independent of the shape of the pulse. For example, Pickel frequently uses a trapezoidal pulse with a rise ume of .01
ns and a full width at half maximum of 0.09 ns (Pickel, 1983).
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Figuse 4-10. lon Current Pulse

4.18. Advancing Technology

One of the important paramcters in determining the speed and power used by a device on a chip is the
feature size. The smaller the feature size the faster the processing speed and the smaller the power required to
maintain the memory. Inwitively one would also guess the smaller the threshold for SEUs. The charge stored on a
node should behave like the capacitance of the node ~A/d where A is the area of the device. For constant d, the depth
of the depletion region, the critical charge ought 10 go as the feature size to the second power.

Figure 4-11 shows the critical charge ploued as a function of a feature size for a number of different
technologies. The critical charge essentially follows the simple scaling rule Q ~ 1/1.2 over a wide range of device
technologics and feature sizes, L. This undeslies the trends in technologies discussed earlier at the beginning of this
chapter.
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Figure 4-11. Sensitivity Versus Feature Size (Petersen, privaie communication, 1987)
4.19. Upset Mechanisms -- Circuit Analysis
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least susceptible CMOS/SOS

CMOS

standard bipolar

Low power Schottky bipolar
most susceptible NMOS DRAMs

He also notes that PMOS is susceptible to SEUs. It is important to remember that single event upscts can occur in
any type of digital logic which involves state retention.

4.19.1. Charge Storage and Dymamic RAM

1n a dynamic RAM (figure 4-12), the bit is stored as charge on the gate capacitance of the "storage
transistor,” Q2 . The read, Q;, and write, Q3, transistors arc used t0 read, write and refresh the charge on the node
representing the bit. Normaily the decay time for charge 10 leak off the gate capacitance is on the order of 2
milliseconds. If charge leit along an ion track neutralizes enough of the charge on the storage capacitor, the refresh
circuit will replace the one with a zero and a bit error will have occurred. In this case the ion does not need 0
interact solely with the depietion region and charges diffusing imo the gaie region may have enough iime 0
influence the response of the circuit.

Qz l &~

Vv

Figure 4-12. A Dynamic RAM Stwrage Cell, in Particular, an N-Channel 3-Transistor Cell Composed of a
Storage Transistor, Q, and Write and Read Transistors. Positive charge is stored on the
gate capacitance of the storage transistor, C. Electrons collected from ionization in the
junction of the write transistor, Q3, are a loss of charge from the storage node. When the
charge loss exceeds some critical charge, a bit error occurs. The refresh circuitry reads
the siored charge 10 refresh it, but refreshes it to the wrong state.




4.1.9.2. Voltage Storaze

The storage mechanism for CMOS memoxy ic the voltage state of the two cross-coupled inverters. This is
illustrated in figure 4-13. The sensitive junctions are the dirins of the ¢if wransistors. In this case there are two
sensitive junctions, the drain a¢ P1 and the drair at N2. Ioni.ition at these junctions will put a voltags disturbance on
the circuit node and can causc the other inverter to change stac: initiating the "bit flip” and single event upset.
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|
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-—Q —
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Figure 4-13. CMOS Memory Cell Circuit. Pj and N2 are on. Sensitive junctions are the off junctions

In this case there is a race condition which determines the final state. If there has been enough charge
deposited by the ion track, the final staie of the memory cell will be the opposite of what it was originally. Figures
4-14 and 4-15 show SPICE calkculations by C. Chu at Caltech of the voltage on the node representing the bit in two
cases, first where there was not enough charge 10 cause a bit flip (figure 4-14), and second when there was (figure 4-
15). In both cases the voltage on the node goes high, but only in the second case is the feedback strong enough to
drive the node io the opposite state. The passage of a heavy ion through the device is modeled in SPICE putting a
pulse on the node . The pulse height and pulse width are varied to produce different total charges on the node. When
the charge is rapidly placed on the node the circuit changes state. A pulse with a lenger pulse but the same total
charge width migit not cause a change of state.
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Figure 4-14, SPICE Simulation of non-SEU
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Figure 4-15. SPICE Simulation of SEU




4.19.3. Current Steering and I2L

The I2L gate consists of a vertical npn transistor and a lateral pnp transistor which are merged such that the
colluctor of the lateral transistor and the base of the vertical transistor are 2 common region. The mechanism for an
error in these devices, bipolar I2L, is ionization within an "off” p-n junction which resuits in a current pulsc being
applied 10 a circuit node. If the voltage on that node becomes sufficicnt to cause a change in the state transistor, then
an "off” transistor can go "on" resulting in a s’gnal being applied 10 a feedback path and a flip-flop changing state.
Figure 4-16 shows the cosmic ray current source and lumped node capacitance and resistance.

R c out (high)
P off

P \_N (P l\
. N
Single
particle
induced
current

v

Figurc 4-16. 12L Gate Circuit (Pickel, 1983)

4.2 Calculation of SEU Rate

Once the circuit sensitivity is known the upset rate is calculated by evaluating an integral that combines the
target size or cross section, the path length distribution through the charge collccting region, the distribution of ions
as a function of LET and spatial parameters, and the critical charge of the device. A gencral formulation of the
problem might be represented as,

2292 [® P E;
scurate = 3 do L deé L dE f,(E.0.0)0(E.0.9)
0

z=1
4-4)

Here the summation € over all ion species, and the integration is over 2’ angles and all encrgics (E1.E2). The
number of ions of atomic number z, energ;; E, and moving in the directic1 indicated by the angles per unit encrgy.is.




(,(E09
The probability that a particle in the given direction and with the energy E will cause an upset.is
o(E.0.9)

Experiments and experience in space have shown that the ability of the particle to deposit charge, rather than its
energy is the most important parameter in determining the SEU rate. Assuming that the cross section depends only
on the LET of the particle, and nothing eise, we write the cross section as a function of LET rather than encrgy, and
remove if from the encrgy integral, and the summation over ion species. This means that the integral representation
of the SEU rate can be simplified.

' x 2=92 (E,;
seurate =| do L do o(let,0,¢) 2 dE f(E.0.9)
0 z=1 JE
@4-5)

Now the imits on the encrgy intcgral arc the range of eacrgics for cach ion over which the LET is equal to or greater
than the LET of concem (let). With this simplification the SEU raic intcgration can be broken up into independent
parts, represeating the environment and the device characteristics. This simplifics the calculations considerably.
Some vvorx (Criswell, et al., 1987), however, indicates that this full separation is not accurate, and that there is &
dependence of cross section on ion specics. In the following discussion we will assume that the cross section docs
not depend on the ion species, and that the notion of a seasitive volume described below embodics the physics of
SEU formatinn. Improvements 10 this mode! may be forced on us as both the technology of integrated circuits and
our test methods and understanding evoives.

The second part of the intcgral

z2=92 rE;
Y L dE f(E.0.¢)
z=1 1 .

focuses on the cavironment. The encrgy range for cach ion species is that portion of the Bragg peak such that the
LET is greater than the given LET. This is shown in Figure 4-17. E; and E are the encrgies between which the
LET is greater than the Lg under consideration.
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Figure 4-17. LET Distribution

This scparation allows a derivation of the final rate as a simple product of the Heinrich flux and the cross scciion .

2x
x
— =f dt[o B o(L94) OL)
0 4-6)

where we have let L represent the LET. In general the Heinrich flux, D, is calculatcd by summing over all cncrgics
and ion species.

2= rE;
OL) =fluxleLy) = 2, | dE (£
z=1 JE, @-7)

The encrgy limits of the intcgral are taken so that the LET is above the threshold.

The simplification which flows from understanding the behavior of the cross scction is even more
significant. Experiments have suggested that the cross section is in some cascs a step function of LET, that is that
below a certain LET value no upsets occur and that above that LET SEUs do occur. Further, as the angle of the
incoming flux is varied there is a very simple relation between the cross section, LET threshold and angle. It is
found for some parts at least that if the incident LET is divided by the cosinc of the angle of the bcam with respect
to the surface and the cross section is foreshoriencd by a factor of the cosine of the angle, the result is the same as if
you had normal incident particles with the effective LET,

L g,
cos 0 @-8)
This allows further simplifications in calculating an upset rate. Since the angular dependence is now included in the

effective LET and a simpie cosine factor.
Thus the rate relations can be summarized as:.




rate > I L) ofL,) 42
L=_£|h_

cos ©
G= Gyc0s 6

and
o,=mL+b

In particular, a serics of cross section and LET pairs from experimental measurements can be used to
describe the cross section. Using the above equations and expressing dcos 6 in therms of dL

dcos 0 = —b-dl.
L2
(4-10)

The ratc equation takes the following form

L,
mtc—)L &L) olL,,)dQ ="‘:(L) +b¢(12“)
2L @y

where the integral is carried out for each interval and evaluated at the end points of the interval in the usual manner.

This does not account for particles which hit the edge of the scasitive region. For thin seasitive regions
onc somctimes assumes that the cross section is proportional to the thickness times a typical dimension of the
measured cross section.YO and that the solid angle for hitting the cdge is roughly proportional to WG. This resuits
is an edge hitting contribution that goes like 1*1 * the Heinrich flux. To account for rcgions wherc the thickness is
longer than a typical dimension on the surface of the sensitive region, the Heirich flux is scaled by taking the
Heinrich flux at the threshold LET times WO.

Aliermatively one can “understand” the observations by imagining a volume which collects charge. If this
was a thin rectangular volume (such as one would suspect if the depletion region of a transistor on the chip would
be) ther onc would observe the same “cosine law™ type behavior. Physically in the most simple cscs this scems to
be what is going on. In that case the upsct rate could be understood in terms of the distribution of pathiengths
through a parallclopiped. Thus the SEU rate is of the form:

rate - o] ®(L)DA(L)) dQ
@-12)

Here D is the distribution of pathlengths, d, through the sensitive volume. The “cross section” is now just a
number in front of the integral. In practice we make the same change of variablc and intcgratc over L rather than
angle. For examplc Adams uses the following in his popular SEU codc CREME,



Lune
rate=225%0 QﬁLS | qc(L)]ﬂux(chlo)i%
e
4-13)

where the flux is the Heinrich flux calculaied in the code, the critical charge is based on the threshold LET and the
thickness of the sensitive region, 22.5 is a number that keeps things in the proper units assuming that it takes 3.6
eV 1o create an clectron-hole pair in Silicon, Qn is the critical charge (experimentally the threshold LET times the

thickness of the sensitive volume), Limax is the largest LET for the particle environment, Qmax is the longest
distance through the sensitive volume,and L is the LET of the particle causing the upset.

z 2
Ao =V20+1 (414

4.2.1. Integral for Heiwrich Curve
The cumalative LET spectrum is the summation of each inegral for each ion species.

E,
flux(lely) = 3, L dE f,(E.0,¢)
(4-15)

z=1

where f: is the flux as a function of encrgy for each ion species. This distribution is sometimes referred 10 as a
Heinrich curve afier the researcher who used it in investigating the effects of cosmic rays on genctics (Heinrich,
1977).

Referring to figure 44 or 4-5 , one can see that hydrogen has by far the lowest LET, or deposiicd charge per
micron-partick: among the ioas. Experiments have forunsicly shown that most parts afe not sensilive 1o upsets
caused by protons passing through a sensitive part of the past. This is fortunate because Protons are SO NUMCTOUS in
most radistion environments. For most parts today, prosons when they are effective in causing SEUs, do so via a
nuclear reaction near a scnsitive volume in the part. Proton caused SEUs are discussed separately (see section 4.3) as
they involve a significantly different mechanism than other ions and therefore do not fit into formalism about to be
developed. In the most simple case, where the cross section and LET threshold do not depend on the angle of
incidence of the incoming particle, the SEU rate is simply the cross section as a function of LET of the incoming
particle integrated over the flux of particies with that LET or greater. In the case of a cross section that is a step
function, the SEU rase is just the product of the cross section times the number of particles with LET greater than or
equal 10 the threshold LET.

4.2.1.1 Environmenats of Concern

Scuing aside proton nuclear reactions for special treatment in section 4.3, the cnvironment which produces
SEUs is the high cnergy ion component of the radiation environment. Although not an important contributor in
most cases 10 the iotal radiation dosc heavy ions are present in most radiation fickds. Solar flares for example
usually contain some heavy (z equal 10 or greater than two) ions. Even planctary radiation belts contain ions.
Jupiter's radiation belts are thought to be rich in sulphur and oxygen. The earth’s radiaion belt included oxygen and
nitrogen ions. Galactic cosmic rays include a full spectrum of all clements at very high energies (the average cosmic
ray ion energy is .5 GeV/amu). SEU cakculations should include heavy ions from all of these sources. The galactic
cosmic ray ions are present in most missions, although they may not pencirate decply inside planctary magnetic



ficlds. Solar particle cvents, although infrequent, produce large amounts of heavy ions at energies usually lower than
galactic cosmic rays. Missions which spend considerable time in the radiation belts of a planct may aiso need to
consider the SEU rate produced by ions from the belts. The natural SEU causing environments are summarized in
Tabie 4-1, where it 1s noted whether they experience large variations with location or time or both.

Table 4-1. Natural SEU Causing Environments

Strong time Strong position Comment
Natural environments dependence dependence (see note)
Galactic cosmic rays no no =] GecViamu Z 21
Anomalous component yes no =20 MeV/amu He, N, O, Ne
Planctary radiation belkts yes yes protons: =50 MeV
some heavy ions
Solar particle events yes yes protons; =100 McV;
some heavy ions

Both protoa-caused sad heavy-ion-caased SEUs should be considered. The anomalous component
refers 10 centain singly ionized ions which are seem occasionally at earth and increase the backgroend
flux for those ions in the 10 10 100 McV/amu range.

4.2.1.1.1 Cosmic Radiation

Although the total number of cosmic ray particles is very small comparcd to the trapped radiation belts or
solar flares, these pasticles are at very high encrgy. Typically cosmic ray encrgics arc measured in GeV/amu. (An
amu is an atomic mass unit; thus these particles have encrgices on the order of a GeV/nucleon.) Whenever a single
high encrgy particle can influence the behavior of a spacecraft, cosmic rays will be important. In our context,
cosmic rays — since they include particles of all known atomic weights and number — arc of primary concem for
singlc event upsets.

The bulk of the description to follow is taken from models constructcd for SEU evaluations from Naval
Research Laboratory (NRL) memoranda, "Cosmic Ray Effccts on Microclectronics™ Parts I through IV - NRL
Reports 4506, 5099, 5402, and 5901. The reader in need of more detailed information on static cosmic radiation is
referred o these and the references thercin. (Adams ct al., 1981; Adams et al., 1983; Tsao ct al., 1984; and Adams,
1986).

4.2.1.1.1.1 Unwiversal Abundance

All possible elements are represented in the cosmic ray spectrum. The clemental composition of these
encrgetic particles is similar (o the universal composition of maticr as determined from the study of metcorites, the
sun and the stars. Figure 4-18 shows the relative abundances of the clements in naturc (Camcron, 1980). The
major clements are hydrogen (93.6 percent) and helium (6.3 percent). The remaining 0.14 percent includes all the



rest of the clements. This is approximately the composition seen on average in galactic cosmic rays, although the
actual composition varics a lot from flare © flare.

ol

Figure 4-18. Universal Abundance. The relative abundance of hcmcal elements in nature
relative 10 silicon. Based on studics of metcorites, our sun, and other stars
(Cameron, 1980).



4.2.1.1.1.2 Cosmic Ray Abundance

As cosmic rays travel through the galaxy, they occasionally collide with nuclei of interstellar gas. The
resulting nuclear reactions modify the initial composition of cosmic rays. Thus one would expect the sbserved
cosmic ray sbundance, which may be assumed 10 be identical to the "universal abundances” initially, to differ from
the naturally occurring abundances because of the nuclear reactions with interstellar gas. Figure 4-19 shows the
resulting cosmic ray composition at an energy of 2 GeV per nucleon relative 1o silicon (arbitrarily assigned 2 value
of 105) (MeWaldt, private communication, 1987). The differences are thought to be explainable by nuclear
reactions with interstellar gases.
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Figure 4-19 Cosmic Ray Abundance. The relative abundance of chemical clements in galactic
cosmic rays (GCR) relative to silicon for fluxes with 2 GeV per nucicon. For
z < 31 fluxes are for each clement; for z between 30 and 60 they are for pairs of
elements; and for z > 60 they are given for groups of elements (McWaldt, privaic
communication, 1987).




4.2.1.1.13. Hydregen Spectrum

The most abundant clement in cosmic rays is hydrogen . Figure 4-20, from Adams, ct al., 1981, shows the
differential energy spectrum of hydrogen (for the most part protons) for solar max, solar min, and a “90% worst
case.” At very high energies s simple power law with a spectral index of 2.75 is a good fit. A power law spectrum
of this kind could have been produced by particle acceleration in random moving magnetic fields (Fermi acceleration).
The deviation below about 5§ GeV/amu is thought to be due to solar modulation. The amount of solar modulation
dq)endsonlhemﬂIevelofsolzacﬁvity.thusmmavuiukmﬁmsohrminhnummwlarmaximum. At
verylow(faeosmicnys)au;iu.ﬁuekacmﬁdaabhdiﬁmemnenhawhmmamwndimm
the dashed line representing the "90% worst case.” This worst case curve represents the highest
mmmm.mmmmwmmmmm This includes most solar

m\m
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Figure 4-20. Proton Spectrum, The differential spectrum of hydrogen (Adams etal., 1981).

4.2.1.1.14. Heliam Spectra

The differential energy spectrum of helium for solar max, solar min and the Adams 90% worst case is
shown below. The cosmic-ray He abundance is approximately 15 percent of the H abundance in the energy range
200-700 McV/u, and 5 percent above 10* MeV/u. Cosmic ray helium is thought to be mostly primordial material,
that is only about 10% is thought to be secondary products from collisions of higher Z particles with interplanctary




e

gas. In Adams' model, helium is used for comparisons with other clements because it is distinct from all the singly
charged particles (i.c. prosons, electrons, muons, and pions all have onc charge); it is plentiful; and it has a charge 10
mass ra‘io similar to the heavier elements (and hence has a similar rigidity). The Helium spectra is shown in figure
421
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Figure 4-21. Helium Spectrum. The differential spectrum of helium (Adams et al., 1981).
4.2.1.1.1.5. Extension to Other Elements

The nuclei of hydrogen, helium, carbon, oxygen, neon, magnesium, silicon, suifur, calcium and iron are all
thought to be primarily primordial. Thus onc might expect them all 1o have similar encrgy spectra. Adams in
constructing an easily used and yet accurate model which includes all of the important elements nceded for single
event upset calculations has ratioed all elements 1o cither helium or iron. A detailed fit to the hydrogen (Figure 4-
20), helium (Figure 4-21) and iron spectra (Figure 4-22) is provided along with a formula for scaling any other
clement 1o those three basic spectra. From an enginecring point of vicw this is a good technique.

Lithium, beryllium and boron are entirely composed of sccondaries and hence have a differcnt encrgy
dependence than helium.  Nitrogen is mostly composed of secondaries but because of some surviving primarics has
an encrgy dependence different from both helium and lithium. Adams takes these variations in the encrgy spectra in
account by modifying the ratio to either helium or iron as a function of encrgy.
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Figure 4-22. lron Spectrum. The differential spectrum of iron (Adams et al., 1981).

4.2.1.1.1.6. The Adams Model

In the Adams model the diffcrential energy spectra of protons (f}), helium (f2), and iron (f26) nuclei are
given below for energies above 10 MeV/amu:

(E) = AE)siniw(t - )] + BE) (4-16)

where w=0.576 radians per year, 10=1950.6 AD, t is the date of conccrn (in years), E is the particle energy in
MeV/nucleon, and A and B are energy dependent functions given below.

A(E) = 0.5 [Fmin + Fmax] ; B(E) = 0.5 [Fmin - Fmax] (4-17)

The functions Fmin and Fmax refer 10 solar minimum and solar maximum conditions of the following equation and
ditfer only by different constants in the basic cquation:

F = (10y® (—EE;)' @-18)
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Hese the exponent of ten, m, is defined by
12
m = C; @ X281 _c, 19)

The exponent of the energy ratio is the only factor that changes from solar min io solar max. Itis

b
a = a {1-(e)'x1“°3105) } (4-20)

Adams' best fit parameter values for hydrogen, helium and iron are given in Table 4-2 (Adams, 1986).

Table 4-2. Basic Spectra: Parameters for Adams' Model Hydrogen (f}), Helium (f2), and Iron (f26) Spectra

Parameter Hydrogen Helium Tron
.7} 220 <235 214
Eg 1.1775ES 8.27E4 1.175ES
b 2685 2070 264
X; for Fmin 0.117 0.241 0.140
X for Fmax 0.079 0.180 0.102
X2 0.80 0.83 0.65
C 6.52 475 6.63
Ca2 40 5.10 71.69

Using these three spectra shapes, the remainder of the clements are modeled using the ratios in Tables 4-3




Table 4-3. Hydrogen 10 Nickel: Adams' Model for Galactic Cosmic Rays

Elemexit Ratio: Energy dependence modcled by:
@)

H (i) - =f)

He (2) - =6

Li(3) 0.330 helium spectra, f,, modificd as
Be (4) 0.176 f=0021xfy, for E<3 GeV/u
B (5) 0.480 f=0.729E90443 x f5 E > 3 GeV/u
C(6) 3.04 E-2 fo

N() 8.7x10-3 (exp{-0.04(log10.E-3.15)%] + 7.6 x 103 exp{-0.9(log10.E-0.8)?] )2
0(8) 284 E-2 f2

F (9) 6.06 E4 f

Ne (10) 4.63E-3 f

Na(11) 1.02E-3 f

Mg (12) 6.02 E-3 fa S(E)

Al (13) 1.07E3 f

Si (14) 463 E-3 f2 S(E)

P(195) 23 E4 f

S (16) 9.30 E4 f S(E)

C1(17) 0.070 QB

Ar (18) 0.130 QE¥x

K(19) 0.090 QB2

Ca (20) 2.1E-1 fs

Sc (21) 0.042 QE)x

Ti (22) 0.147 QE)x

vV (23) 0.070 QB

Cr (24) 0.140 QE)x

Mn (25) 0.100 QE)x

Fe (26) —_ =fx%

Co (27) 34E-3 fx

Ni (28) S50E2 2%

S(E) = fo for E < 2200 MeV/u
S(E) = fo (1 + 1.56x10~5 ( E-2200)) for E > 2200 MeV/u
QE) = 16 [1 - exp( -0.075 E0-4) E-0-33 (this is the so-called iron subgroup)




Table 4-4. Copper 10 Ursnium: Ratio of Abundances to Iron for Adams' Model
yA Element Ratio to Iron y A Element Ratio o Iron
29 Cu 6.8 E4 61 Pm 19 E-7
30 Zn 88 E4 62 Sm 8.7 E-7
3 Ga 6.5 E-5 63 Eu 1.5 E-7
32 Ge 14 E4 64 Gd 7.0 E-7
33 As 99 E-6 65 ™ 1.7 E-7
34 Se 58 E-5 66 Dy 7.0 E-7
35 Br 83 E-6 67 Ho 26 E-7
36 Kr 23 E-5 68 Er 43 E-7
37 Rb 1.1 E-§ 69 Tm 89 E-8
38 Sr 36 E5 70 Yb 44 E-7
39 Y 68 E-6 7 La 64 E-8
40 Zr 0.7 E-S ” Hf 40 E-7
41 Nb 26 E6 73 Ta 36 E-8
42 Mo 7.1 E6 74 w 38 E-7
43 Tc 1.6 E-6 75 Re 13 ET
44 Ru 53 E-6 76 Os 56 E-7
45 Rh 15 E6 7 ¢ 3.7 E-7
46 A 45 E-6 78 Pt 7.2 E-7
47 Ag 13 E6 ™ Au 1.3 E-7
48 ad 36 E6 80 Hg 23 E-7
49 In 14 E-6 81 mn 1.8 E-7
S0 Sa 15 E6 82 Pb 1.7 E6
51 Sb 99 E-7 83 Bi 90 E-8
52 Te 5.7 E-6 84 Po 0
53 | 1.5 E6 85 At 0
54 Xe 35 E6 86 Rn 0
55 Cs 58 E-7 87 Fr 0
56 Ba 6.0 E-6 88 Ra 0
57 la 5.3 E-7 89 Ac 0
58 Ce 16 E-6 90 Th 9.0 E-8
59 Pr 3.0 E-7 91 Pa 0
50 Nd 1.1 E6 ” U 54 E-8

4.2.1.1.1.7. Variation With Distance From the dSun

The flux of galactic cosmic rays varies with location in the solar system, with the largest observed
variations being in the radial direction. The radial gradient is always positive; fluxes increasc exponentially with
radial distance from the sun. The magnitude of the radial gradient varics with both ion species and energy. For
relativistic cosmic rays the radial gradient is expected 10 be just under 4 percent per AU while for cosmic ray particles
below 100 MeV per nucicon the gradient is expected 10 be under 10 percent per AU. Figure 4-23 shows the flux of
four different ions for various heliocentric distances. The latitudinal gradient is small, under 1 percent per degree, and
is suspected of changing signs cach half solar cycle.
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Figure 4-23. Flux Versus Heliocentric Distance: The University of Chicago
(McKibben, private commaunication, 1987)

4.2.1.1.2 Heavy Ioms in Planetary Radiation Belts

Galactic cosmic rays come to our solar system from great distances and must penctrate the outward-flowing
solar wind to reach the earth. The solar wind modulates the cosmic rays by deflecting particles. Lower energy
particles can be completely excluded by the solar magnetic ficld (sce discussion of rigidity in the glossary). Asa
result, the cosmic rays reaching earth vary with the 11 year cycle of solar activity. At the maximum of solar
activity, cosmic ray intensity is at a minimum and vice versa. The cosmic ray intensity, at moderate energies, varies
by a factor of 4 to 8 depending on the energy and ion being considered (see the model of Adams et al., 1981).

The anomalous component is a curious bump or flattening in the diffcrential encrgy spectra of certain ions
like helir.a, oxygen, nitrogen and neon. This feature is strongly affected by solar modulation varying in intensity
by a factor of 100 to 1000 over the 11 year solar cycle in a similar way to cosmic rays. The anomalous component
is more intense at greater distances from the sun, so it is not thought to be from solar flarcs. The elemental and




isotopic composition of the ions suggests that these particles did not come from great distances. Fisk et al., 1974,
has suggested that the anomalous component may be intersiellar gas accelerated by the solar wind. Such ions would
probably be singly ionized regardless of their energy. This would give them the ability to penetrate the earth's
magnetic field at much lower energies than fully-ionized particles .

The specics, abundances, encrgics and time variations of particles that are trapped in radiation belts vary
greatly depending upon the planet. Planetary magnetic fields influence the particle spectrum that is observed near the
planets in two ways -- first, the magnetic field of the planet shields the planct from the cosmic ray spectrum and
second, it allows particles to be trapped near the planet in radiation belts.

The earth’s radiation belts are populated primarily by protons and electrons; however, heavy ions have been
observed around the earth and other planets. The possibility of trapped heavy ions raiscs a serious issue for single
event upset calculations (Adams and Partridge, 1982).

4.2.1.1.2.1. Helium

Helium nuclei (mostly alpha particles) have been detected throughout the magnetosphere. The principal
source of these nuclei appears to be the solar wind (Blake, 1973, and Hovestadt et al., 1978). The solar wind
particles are transported down into the magnetosphere and accelerated by radial diffusion. This process was describ~d
theoretically by Cornwall (1972) and has receatly been shown to describe well the helium ion population in the
magnetosphere (Spjeldvik and Fritz, 1978, and Fritz and Spjeldvik, 1979). The bulk of the helium nuclkei are,
however, at energies 100 low t0 penctrate the walls of a spacecraft. Assuming that the anomalous component
(discussed below) is singly ionized, Blake and Friesen (1977) have suggested that anomalous nuclei entering the
stmosphere might be stripped in the lower geocorona, thus becoming stably trapped for periods up to a year or more.
This could add heavy ioas, mnexpectedly, (o the trapped radiation.

421122 C, N, and O

C, N, and O have been observed in several experiments. It is by no means clcar that the particles in all
these observations were trapped in the magnctosphere, but in each instance the particies were forbidden direct access
by the geomagnetic cutoff, so they did not come in directly from outside.

There is very listie data on the actual flux of trapped helium and heavy ions above 10 MeV/u. Adams used
the available data and theoretical estimates to determine the heavy ion flux above 10 McV/u and found that there is
apparently a small flux of helium nuclei and a smaller flux of heavier nuclei in the magnetosphere at all times. He
also found reports of long-lasting enhancements of the low energy heavy ion flux after large solar flares, possibly
due io the anomalous component.

4.2.1.1.2.3. Amomalous Particles

Some particles incident on the carth do not appear W originate outside the solar sysiem. One component
consists of high energy (up to =20 McV/amu) particles which appear 10 be co-rotating with the high speed solar
wind and interplanetary ficld structures of the sun. Another, the "anomalous component,” appears to be singly
ionized particles with an encrgy in the range of 1 to 200 McV/amu which is not always present near the earth
(Adams et al., 1981). It appeared between 1971 and 1972 and disappeared again in the solar maximum of 1978.
Jokipii et al., (1977), predict that the anomalous component appears ncar carth only once every other solar
minimum, i.., in =1994. Fisk ct al., 1974, predict that only atoms with a first ionization potential higher than
hydrogen will display anomalous spectra, and that the ions will be singly ionized. If the anomalous component is
singly ionized it will penctrate much more deeply into the carth's magnetic field. Blake and Friesen (1977) suggcested
that the particles of the anomalous component become stripped rapidly near their geomagnetic cutoff and
consequently travel in the local mirror plane for trapped particles. Once stripped, they have a much lower magnctic
rigidity and because they are moving in the local mirror plane, become more or less stably trapped. This lcads 10 a
special trapped population of oxygen, nitrogen, neon and a few other clements which comprise the anomalous
component (see Table 4-5).

Anomalous cosmic rays have a radial gradient that can be as iarge as 15 percent per AU (is always positive)
and may decrease with radial distance. The latitudinal gradient has a magnitude of 3 10 5 percemt per degree and is
believed to change sign in alicmate solar cycles when the solar magnetic ficld reverses. Therc might also be a small
1 percent per degree longitudinal gradient.




Table 4.5. Composition of Heavy lons

Relative Composition 0% =1.0)

Element Anomalous Comp. Magnetosphere Galactic CR
C 23 = .09 21 +.019 1.13 + .03
N 22 + .09 21 +.041 27 +.02
(o) 1.0 1.0 1.0
Ne 07 .04 08 *+ .02 18 +.01
Mg .002 + .002 006 + .004 20 +.01
Si < .02 004 + .002 .24 £ 006
S ---- < .004 035 +.003
Ar - <.003 013 + 002

Fe Group aem- 05 +.02 084 + 001

4.2.1.1.2.4. Planetary Radiation Belt Temporal Variations

Planctary radiation belts are relatively stable, but are influenced by solar and other activity. Solar flares and
other activity produce magnetic storms, aurora and other effects at the carth. This changes the boundary conditions
for diffusion into and out of the radiation belts, alters the geomagnetic cutoff of cosmic rays and influences the
encrgy distribution in the geomagnetic tail. Some havs suggested that the stable equilibrium population of the
radiation belts is no radiation belts at all. This implies that tie belts we see require a source 1o continually resupply
particles that are lost in the surora and elsewhere. Studics of the Starfish nuclear explcsion underlic the dynamic
nature of the radiation environment about the carth. The outer belts are more rapidly influenced by changes in the
solar input than the inner magnetosphere as was seen in the examples discussed in this chapter. Most empirical
models for the radiation belt consequently are long time averages which are useful only for engincering applications
when applied over a period of time comparable 10 the averaging period of the model.

4.2.1.1.3 Solar Particle Events

A large fraction of the total flux seen over a year as calculated by a model which averages data accumulated
over the last solar cycle or two will be due 0 a few solar particle flares. The flux received at a given location will
depend on how well connected that location is with the solar event and the size of the event. It is easy (0 have
variations of 100 in fluence at different points for the same flare. The "connection” between the flare and the point
depends on the conditions between the sun and the spacecraft at the time. For a quiet solar wind of v = 430 km/s a
solar flare at * 54° west of the center of the sun as viewed from the earth will connect 1o the earth. Of course the
time buildup and decay of the flares’ intensity will be a strong function of the details of the magnetic field and
currents between the flare and the saellite at the time.

At the present time it is not possible to predict the occurrence of large solar flares other than to state they
will occur. Yet they will continue to dominate the production of anomalies on spacecraft. Statistical models are
being developed to estimate the largest of these flares (Feynman); however, the intensity and number of very large
solar flares seem W0 vary over many solar cycles and therefore statistical models require a very long time data base for
accurate results. Most data on large solar flares is from the very recent past.



4.2.1.1.3.1. Solar Flare Particles

Adams et al., 1981, describe solar flares as follows:

“Solar flares are sudden outbursts on the visible surface (photosphere) of the sun which release huge
amounts of cnergy. Most of this energy is radiation in UV and X-rays. A part of this encrgy, mostly from hard X-
rays, goes into very rapid heating of the solar corona above the flare. This produces large currents and moving
magnetic fields in the corona that accelerate ambient coronal material to very high energics quickly. (For a review of
solar flare particle acceleration, sce Ramaty et al., 1980.)

“Many of these coronal particies escape the sun and spray out into the interplanciary medium. As the
pmx:lumovemodnmetphmmynnaummeyla\dwbegmdedalmgdwcxsungspmlmgmuchcldpaucm
in the ecliptic planc. As a result, both the intensity and the spectrum observed at earth depend on the relative
positions of the carth and the flarc on the sun. For example, a solar wind velocity of 430 km/sec produces a spiral
ficld that connects the carth directly 10 points on a solar longitude linc ~ 54° west of tix center of the sun as viewed
from earth. For flares at other positions the flux measured at carth will build up more slowly and may contain fewer
high energy particles. The actual degree of “well connecicdness™ between the carth and the flare site depends on
interplanctary conditions at the time of the flare. These conditions arc highly variable and unpredictable. This may
lead 10 variations as large as 100 in the observed flux from the same flare at diffcrent points around the carth’s orbit
(see Simaett, 1976).”

mmmymmmm!yaﬂmpmdwﬂcmwalAU(sceFigusu-zA)
FawmummdelAUhsbemﬁmur This seems 0 be both reasonable and
conscr/ative enough for engincering design.
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Figurc 4-24. Propagation of Solar Flare




Below 400 MeV the total yearly solar flare proion fluence dominates the galactic cosmic ray contribution.
Galactic cosmic rays are, however always present, whereas a single large solar flare lasting only a few days may
account for half or more of the total solar fluence for the year. Figure 4-25 illustrates the typical situation.
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Figure 4-25. Proton differential fluence for solar flares and cosmic rays at
solar minimum and solar maximum (Adams, 1987, private communication).

4.2.1.1.3.3. Solar Proton Fluxes

The event-integrated proton fluxes above 30 MeV for the major solar particle events of the 19th and 20th
solar cycles are presented in Figure 4-26. This illustrates both the high variability and significance of a single flare.
The peak proton flux used in Adams’ model (Adams et al., 1981) for typical, worst-case, and anomalously large
particle events as a function of energy is shown in Figure 4-27.
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Figure 4-27. Solar Flares: Peak Proton Differential Energy Flux. Several flare spectra (from Adams et al., 1981).
4.2.1.1.3.4. Solar Enmergetic Particle Composition

The elemental composition of particles from solar flares is highly variable. Some cases show enormous
enhancen.emts in heavy elements. Table 4-6 gives the composition relative to hydrogen of the elements through
nickel. The elcments above Ni follow in Table 4-7 for the mean composition. Both mean and worst-cases (90
percent confidence level) are given. Multiply the abundance ratio from the table by the appropriate proton spectrum
to get the flare spectrum of any ciement in the table.



In the Adams’ model, the worst-case compositions of the clements from copper to uranium are obtained by
multiplying ihe sbundance ratios of Table 4-6 by:

1.92 exp (%:—)

Table 4-6. Mean and Worst-Case Solar Particle Event Composition - Low Z

Element Mean case Waorst case Element Mean case Worst case
H 1 1 P 23x 107 1.1x 106
He 1.0x 102 33x 102 S 8.0x 106 50x 103
Li 0 0 cl 1.7x10°7 8.0x 107
Be 0 0 Ar 33x10°6 1.8x10°3
B 0 0 K 1.3x 10”7 6.0x 10”7
C 16x104 40x 104 Ca 32x10°6 20x10-5
N 38x10°5 1.1x 104 Sc 0 0
o 32x 104 1.0x 103 Ti 1.0x 10”7 50x15-7
F 0 0 \' 0 0
Ne 51x10°5 19x 104 (o' 5.7x107 40x10-6
Na 32x 105 13x10°5 Mn 42x10"7 23x10°6
Mg 64x10°5 25x104 Fe 41x10°3 40x104
Al 35x10-6 14x10-5 Co 1.0x 107 55x 107
_Si 58x 107 19x 104 Ni 22x 106 20x 10-5




Table 4-7. Mecan Solar Particle Event Compositions -- High Z

Element Mean case Element Mean case Elememt Mecan case
Cu 20x 108 Sn 20x10°10 Lu 20x10-12
Zn 6.0x 108 Sb 14x10°11 Hf 8.0x 1012
Ga 20x 10~ Te 30x 1010 Ta 9.0x 1013
Ge 5.0x10°° I 6.0x 1011 w 1.0x 1011
As 3.0x 1010 Xe 27x10°10 Re 2.0x 10°12
Se 3.0x 102 Cs 20x 1011 Os 3.0x 1011
Br 4.0x 1010 Ba 20x 1010 Ir 30x 101!
Kr 20x 102 La 20x 1011 Pt 6.0x 1011
Rb 30x 10-10 Ce 5.0x 1011 Au 1.0x 10-1}
Sr 1.0x 1079 Pr 80x10-12 Hg 1.0x 10-11
Y 20x 10-10 Nd 40x 1011 TI 9.0x 1012
Zr 50x 10-10 Pm 0 Pb 1.0x 10-10
Nb 40x 101! Sm 1.0x 10-11 Bi 6.0x 10-12
Mo 2.0x 1010 Eu 40x10°12 Po 0
Tc 0 G 20x10-11 At 0
Ru 9.0x 10-11 ™ 30x10-12 Rn 0
Rh 20x10-11 Dy 20x10-1! Fr 0
] 6.0x 1011 Ho 40x 1012 Ac 0
Ag 20x 1011 Er 1.0x 1011 Th 2.0x 1012
ad 7.0x 1011 Tm 20x10°12 Ps 0
In 9.0x 10-12 o 9.0 x 10-12 U 12x 1012

4.2.1.13.5.

Ionization State

In recent years, cvidence has been accumulating that solar encrgetic heavy ions may not be fully lonized.
This is certainly the case in the 0.5 <E < 2.5 MeV/u energy range, as has been shown by A. Lubn et al. (1934).
At the higher encrgies of interest here solar energetic heavy ions may not be fully ionized (as has been generally
assumed up 10 now). Although heavy ions with energy >10 MeV/u would be fully ionized by passing through
sufficient mater, the available data place only an upper limit on their path length in matter (MeWaldt and Stone,

1983).

Fischer et al. (1984) report evidence that solar energetic heavy ions in the encrgy range S <E <€ 20 MeV/u

are not fully ionized. These authors report upper limits on the charge to mass ratio of heavy ions as low as 0.1 (this

ratio is ~0.5 for fully ionized heavy ions). Breneman and Stone (1985) have obtained indirect evidence that solar
encrgetic heavy ions in the encrgy range 3.5 1o 50 MeV/u have the same distribution of charge states as that

measured for 0.5 10 2.5 MeV/u ions by Luhn et al. (1984). These authors have shown that the systematic abundance

can be understood if the charge state distributions measured by Luhn et al. are assumed for these higher energy heavy

ons.

Most models assume that the SPE (solar particle event) heavy ions are fully ionized. This assumption may

be incorrect from the evidence discussed above. If this is the case, the SEU rates duc to SPEs will be systematically
underestimated for spacecraft in low earth orbit, because geomagnetic shielding will not be as effective as the present
model assumes.
Under the present circumstances, the charge state of SPEs is uncertain, so it's not clcar how the models for
SPEs should be altered 10 account for the SPE charge states. Therefore, Adams recommends continuing to use the
present models. A conservative calculation can always be made by neglecting the protection afforded by the
geomagnetic cutoff (i.c., assuming the geomagnetic cutoff transmission function is 1.0 for all energies).




4.2.1.2. Enmviromment at the Spacecraft Location

The next siep in evaluating the environmental part of the SEU rake is to determine the environment at the
part location within the spacecraft . Planctary magnetic ficlds influence the number of charged particles reaching a
spacecraft. This "magnetic shielding” is very different from mass shielding which degrades a particle's energy. Ina
magnetic field, the low energy portion of the spectra is removed, but the high energy particles are unattenuaied even
though they are now traveling in different directions. Inside a planet's magnetic ficld, one must consider both the
magnetic reflection of galactic and solar cosmic rays, and particles trapped by the magnetic field (Adams and
Partridge, 1982). The spacecraft’s mass also influences the particle population at the part by degrading the energy of
the particles as they pass through the material (see discussion on LET in section 4.5.1.5)

4.2.1.2.1. Magnetic Shielding

Earth's magnetic field serves as an extremely effective shield of low to medium energy cosmic rays. The
carth's magnetic field must be penctrated by cosmic rays in order for them 10 reach a spacecraft in carth orbit. The
magnetic field a cosmic ray must cross 10 reach a given point within the magnetosphere approximately determines
the minimom energy it must possess. This peactrating ability is desermined uniquely by the cosmic ray's
momentum divided by its charge -- a quantity called the particle’s rigidity (Appendix 2). To penctrate the carth’s
magnetic field, a particle must have sufficient magnetic rigidity (momentum per unit charge) 10 avoid being turmed
away. There is a minimom magnetic rigidity a cosmic ray must possess t0 arrive from a givea direction at a ghven
point in the magactosphere. Regions in the outer magnetosphere and near the poles can be reached at much lowsy
magnetic rigiditics thas are required 10 reach points near the earth's equator. In general, for each point in the
cannot arrive. This value is the geomaguetic cutoff. For magwetic rigidities above this value, cosmic rays arrive
freely, almost as though no magnetic ficld were preseat.

To obtain the differential energy spectra for the various nuclei reaching the skin of a spacecraft from outside
the magnesosphere, multiply the flux in the interplanctary medium (for example, from Adams, 1966) by the
transmission function. To do this, the magnetic rigidity, P (in GeV/ec) must be computed for each particle energy,
E (in MeVA), ic.

.5
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and then used to look up the geomagnetic cutoff transmission. Here A is the atomic mass and Z is the particle
charge (in electron charges). The geomagnetic transmission at any particle energy depends on the particle's charge
through its A/Z ratio. If an ion is fully stripped, then A/Z = 2; however, if the ion is only singly ionized, A/Z = A.
Thus the rigidity of singly ionized particles will be much greater than fully ionized particles at the same energy.

4.2.1.2.2. Effect of Mass Shielding

As charged particles pass through material they lose (or gain) energy by interactions with the material.

This effect is dealt with in a number of texts [Evans 1955, Fermi 1950, van Lint et al., 1980, and others].
Computer codes from Oak Ridge National Laboratory's Radiation Shielding Information Center (RSIC) and various
commercial and government laboratories have been designed 10 calculate the flux and floence of particles given the
shielding configuration. [RISC is a good place to start if you have no in-house shielding capability. Their address
is ORNL, Box X, Oak Ridge, Tenn. 37831-6362, Telephone 615-574-6176 or FTS 624-6176). Quick onc
dimensional estimaies can be made from a knowledge of the range energy relations of particles given in the
discussion of LET earlier.




4.2.2. The Semsitive Volume

The remaining part of the SEU rate integral focuses on the part sensitivity to SEUs. The cross section
information required for this part of the integration, is most easily understood by introducing the concept of a
sensitive volume. Imagine a box which can collect all the charge that is released inside it. When an ion passes
through that box with a constant LET the amount of charge 10 be collected in the box will depend on how long the
path of the ion was in the box. If the box is a very thin one, the charge deposited by a path which glances from onc
end of the box to the other will be much greater than the chasge if the jon passes straight through the thin dimension
of the box. All the popular models for calculating SEU rates use the notion of a sensitive volume as the way 10
extrapolate from growsd tests with low energy monodirectional ions 10 high energy omnidirectional ions.

This notion of a parallelepiped sensitive volume is the source of the so-called "cosine” law for relating the
LET threshold to the normal incidence LET when tests are done by rotating the angle of the device with respect to
the beam. This also allows the cakculation of omnidirectional flux SEU rates, because now each angle has a unique
cross section -- obtained by foreshortening the front surface cross section, and a thickness which is related o the
normal thickness by 1/(cos ¢). Shortly we will discuss the “path length distribution” in such a sensitive volume.
The path length distribution is the number of paths through the volume as a function of the length of the path.
Since the LET required by the particle 0 cause an upset depends on the path length through the volume, the Heinrich
integral must be done for cach threshold as appropriste and summed over all possible angles.

4.2.2.1. Determining the Path Length

particles withia seasitive device regions. For example, a seasitive region that is cubical has path lengths that vary
from 2ero t0 the square root of three times the thickness of the seasitive volume, whercas a flat geometry can have
path leagths that vary from 2er0 to many orders of magnitude times the thickness of the sensitive region. Since the
path leagth in the seasitive volume model determines the ra.g of particles that can cause an upset, the shape of the
sensitive volume is a very important consideration in determining the upset rate.  Sensitive volumes which admit
long path lengths will respond to0 lower Z pasticies at glincing angles while sensitive volumes which do not allow
long path lengths will not respond 10 low Z particies. For most devices in the early 80's the thickness of the
sensitive region was small compared 10 the lincar dimeasions of the cross section. This meant that the sensitive
volume was a paraliciepiped. This shape for the sensitive volume gives the measured LET threshold an apparent
angular dependence. Most experimenters take advantage of this effect, by assuming a rectangular sensitive volume
and using the 1/(cos 6) dependence to determine the threshold. When a normally incident particle does not cause an
upset, the chip is rotated in the beam. If upsets occur at the angle then the threshold is LET) /cos 0, where LET) is
the LET of the particle at the sensitive region, and 0 is the angle the chip makes with respect to the beam (sce
Figure 4-28).
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Threshold = LET * path length
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Figure 4-28. The Cosine Law
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i and take the measured Cross section as an approxisation to the normal area of the seasitive region
paraliciepiped. mmmammmammawummamw.
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known, or it can be determined from doping profiles. When the actual device sensitive thickness is unknown, the
dkhusmheuimdbﬁhghmmkmpda&dymmmumm
upset rate.

For all single particle effects, the question of effective sensitive region as opposed 10 actual sencilive region
must be considered. Forcxmnple.alhingeoumymimalbwbwm-ind:ncedmlsbmmagglingmigm
coumeraclmisbynotanowingmcpaxﬁclwlomninwi!hhdnmiﬁvetegimbngemughforadequatcdwge
collection. In addition, the slower charge collection from diffusion from outside the sensitive region might have 10
be included depending upon the circuits’ behavior. The “charge funnclling effect” can either increase the effective size
of the sensitive region or increase the rate and flux of outer charge collection. The actual geometries are not
generally paraliclepipeds as modeled and the LET will not remain consiant. All of these effects can impact the actual
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derived the differential path length distribution for a parallelepiped. Shapiro, Petersen and Adams (1982) showed the
equivalemcoﬂ’euoffsequatimswithmeimeyﬂpadﬂwgihdisu'ibuﬁonusedbyﬁckelmdmmdford(lm).
calculated some examples for SEUs and discussed some of the approximations being used. Bendel (1984) greatly
simplified Petroff's equations and investigated the characteristics of the distribution. Various forms of the Petroff
mmmmmwcmmsmhcwnmemSEUnnddswngmd. Figure 4-29 shows a
typical chord length distribution. ln&isuseﬂnespikesctmacuﬁstkofapathﬂmughdwvolmhthedimctbn
of one of the sides of the box show up at 10 and 20 (the box dimensions).




A5

Chord Lengths in
20x20x10 pum
A2 -
o
® I
£
o
2 .09 |-
®
Q.
>
5 .06 |-
2
o \ g
a E
x
2]
03 |- =
0 | | |
0 10 20 30
Pathlength (um)

Figare 4-29. Path Lengih Distribution Function (Bender, 1984)
4.2.4. Part Data

The key component in predicting SEU rates is obtaining information about the part. The SEU rate is very
dependent upon the technology and design of the circuit. The best situation is when there is a complete analysis of
the part coupled with experimental SEU verification, ¢.g. Zoutendyck et al.'s (1985) analysis of the AM2901B part.
Predictions of SEU raies are usually based upon limited analysis: a simulation of the part and/or accelerator testing
10 determine threshold LET and cross-section.

Transient circuit analysis determines the critical charge of the part if the equivalent circuit parameters are
known or can be estimated. The circuits are modeled by computer simulation using programs such as SYSCAP or
SFiCE. The cosmic ray is simulated by application of a current pulse from a generator that is piaced in parallel with
the appropriate junction in the circuit. The current pulse amplitude is then varied to find the threshold for memory
state change:. The critical charge is given by the time integral of the minimum cumrent pulse to cause error.

Some only believe test results. Chapter 8 deals with SEU tests which determine the threshold(s), and cross
section for SEU. If the threshold is low enough, both proton and heavy ion test results are needed to determine the
SEU rate. A comprehensive SEU test plan will include if necessary temperature, frequency, voliage, and particle
effects, and determine latch-up susceptibility.




4.2.5. Available SEU Rate Cailculations

The following sections present two of the most popular techniques for calculating the SEU rate. The first,
Petersen (1983) estimates the SEU rate based on the sensitive volume. The second, Adams (1981), includes a
number of the factors we have discussed in this section. In all of these calculations the effects of shielding both by
the mass surrounding the device, and by the magnetic field surrounding the spacecraft need o be included.

4.2.5.1. Petersem Approximation

If the critical charge and the dimensions of the sensitive region are known then the SEU rate can be
approximated by the following formula:

ab c2
« =22E . 42
(Q critical)? “-22)

where a and b are the dimensions of the sensitive region that are perpendicular to the normal and ¢ is the depth of the
sensitive region. The proportionality constant will be dependent on the technology and the environment.

Since the critical LET is simply the critical charge divided by the depth of the sensitive region, the
approximaie rate can be given in terms of the device area and the critical LET as:

device asea limiting cross-section
R x e—m———— = 4-23
(LET critical)? (LET critical)? )
For geasynchronous galactic cosmic ray fluxes the error rate becomes,

o [microns2]
et [

R =5x1010 4-249)

where G is the limiting cross-section (ab) , and LET is the threshold LET = Qc, Q is the critical charge and ¢ is the
thickness of the sensitive region.
4.2.5.2. Detailed Calculation -- Adams, 1981
When upsets are caused by intensely ionizing particles originating outside the spacecraft, these particles
generally pass through the sensitive volume of the memory cell at a high velocity, so that their rate of ionization or

linear energy transfer (LET) does not change over ihe dimensions of that sensitive volume. This means that the LET
spectra can be used (o estimate upset rates. One method for estimating the upset rate is ,

Lon
rate=22.5% G qu,L"s ' lch(L)]ﬂux(lc:t>l.‘,)‘:‘12=
G

(4-25)
where,

flux(let>Ly)  is the integral LET spectrum inside the spacecraft ir particles/m? ster s,

L is the LET in MeV cm?/g,




A 2
the largest pathlength of the <ensitive volume is Apex = V20 +t
t is the thickness of the sensitive volume

, D(d(L)) is the differential path length distribution of particles passing through the sensitive volume in
cm</g,

O is the surface area of the sensitive volume in m2,

Quric s the minimum electrical charge (in picocoulombs) that must be generated by the ionizing particle 10
cause an upset,

= 1.05 x 105 MeV cm?/g, the highest LET any stopping ion can deliver, and
225 is the constant required 1o get the units right assuming 3.6 eV per electron hole pair.

The relationship between LET and path length is p = 22.5 Qcrit/L.

To use the rate equation given above for estimating upset rates, the LET spectrum inside the spacecraft
maust be calculated from the particle fluxes in the natural space environment. The constant 22.5 is the conversion
from picocoulombs t0 McV assuming 3.6 ¢V per hole-clectron pair.

Adams, 1986, presents detailed results of SEU calculations. Figures 4-30 and 4-31 show some of his
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Figure 4-30 SEU Rate for 2901B (Adams, 1986)
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Fignre 4-31. SEU Rage for SBP9989 (Adams, 1986)

induced SEUs, The sensitive volumes/critiesl Charges for the SBP9989 are: l(X)xlel.SA).36(30%).
lelel.M).lOUO%). !x!xl.8/0.02(70%). Each of the last two seasitive volumes is only sensitive 15% of the
time. This mnxmmmeummmmumbwwmofmmmmw.

4.2.5.3. Comparative Part Technologies



perticles, silicon atoms, eic., 10 reach and deposit enough charge in the sensitive region to cause the SEU.
Assuming this mechanism is correct, proton caused SEUs will not be significant unless the heavy ion threshold is
below about 8 Mev-cm”2/gm. This is because silicon has a Bragg peak at 17 MeV-cm*2/gm.Since the likelihood of
producing Silicon knock-on ions at the Bragg peak is rare, an LET of 8 Mev-cm”2/gm is a reasonabie rule of thumb.
The probability (cross section) for proton collision is a strong function of enccgy -- rising rapidly as the cnergy
increases. The proton flux is usually also a strong function of energy -- falling rapidly as the energy increases. Thus
the proton SEU rate is a delicaie function of cnergy.

Proton fluxes are discussed in more detail in the clapiers on the environment (two aid three). Typically,
the cumulative proton flux for both flares and trapped protons can be fitted with a power law or perhaps several
power laws for the energy region of interest.

®=0,ET! ;. E >E>E ec (42

The proton flux at the part is based on the energy-range relations given in Table 4-8. Computer codes exist
which use proton cross sections to calculate proton fluxes behind one, two, or three dimensional configurations.

4.3.2. Semi-Empirical Prolton SEU Cross-Section
The proton-induced upset cross-section is typically zero for protoa encrgics below 15 10 20 MeV. Bendel

and Petersen (1983) have suggesied a semicmpirical proton upset cross section as a function of an experimentally
desermined parameser A (E and A arc in MeV),

“
.. (%)14 (‘_6—0.18(%) (E-A)"Z)‘ -

where 0 is in 10-12 upsets-cm2 per proton (Beadel and Pesersen, 1983).  After measuring the cross-section for
Proton upsets as a function of energy, A is desermined by fitting the experimental data 10 the above equation. A is
like a threshold, but is not strictly related 10 the threshold for nuclear reactions in the classical sense.  If a great

number of measurements are available, other fits or even numerical integration could be used o calculate the proton-
induced upset rase.

4.3.3. Protom Upset Rate

The total proton upset rate is

Rate = f: o(E) x d%dﬁ (4-28)

The lower limit, A, is cither the empirical parameter A given in the Bendel-Petersen formulation above or the
threshold for the onset of proton-induced upsets.



Table 4-8. Stopping Power and Range of Protons (Janni, 1982)

Proion
Energy LET Energy Lcss Proton Range

MeV MeV/gim2 mgfcm? Microns
.01 297.95 034 .146
0125 328.05 048 174
02 4125 0579 248
025 456.2 .068 293
030 485.7 0779 334
04 511.3 0964 414
07 522.1 151 647

1 491.7 208 894
125 462.5 259 1.113
2 390.6 433 1.86
3 326.4 Vi 3.05
4 2836 1.04 445

7 2111 227 9.74

1. 171.5 385 16.5
1.25 150.6 5.40 232
2. 110.7 13 483
3. 84.0 21.7 93.1
4, 68.4 349 1498
7. 453 89.9 386.
10. M. 156. 713.
12.5 29.1 245. 1052.
20. 202 559. 2400.
30. 14.7 1147. 4920.
40. 117 1912. 8240.
70. 7.62 5167. 2177.
100. 5.84 9703. 41643.
125. 497 14345. 61567.
200. 3.63 32.3 gm/cm? 138.480 mm
300. 2.86 63.6 273.
400, 247 101.3 434.9
700. 1.99 239. 1026.
103 1.81 398. 1707.
104 1.84 5530. 23736.
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The Lessons of History

5.1. Imtroduction

Perhaps the best argument for including the consideration of eavironmentally produced anomalies in the
design of a space system is a good example of how the anomaly affecied the operation of a system that did not design
10 exciude the eavironmental effect. In this chapier is a collection of reports on various sysicms that have beea
affected by environmentally caused anomalies. Table 5-1 summarizes a number of the known anomalies and their
suspecied canses. In almost every case, these space sysiems were pioncers which helped define the anomaly, and so
should be looked on with gratitude for their pioneering work rather than as examples of designs which negiected good
engineering practice. Technology is sometimes its own worst enemy in that environmentally produced effects that
were insignificant for one technology are performance-threatening for an advanced technology.



Table 5-1 Spacecraft and Anomalies

Systecm Anomaly Comment

Voyager 1 Power-on Resets Internal Discharges {Leung, et al., 1980)

SCATHA 34 Pulses detected 4 attributed to ID; remainder to surface discharges

DSP False flag from star sensor ~ Possible ID

DSCS 11 Spin up/Amplified gain Correlated with geomagnetic activity
change power switching
events

GPS Clock shift Made S/C non-operational in 1980, correlated with ID
False command ID suspected as cause

INTELSATIlIandIV  Spin up

Skynet 2B Telemetry Pastially correlated with A index and eclipses

ANIK Power downs

CTS Short circuit noise bursts Moderate substorm several hours carier
power inverter shudown

GOES d4and 5 Upsets and failure Environmental cause suspected; Loss of GOES 4

thought to be due w0 ID
Solar Max mission 93L422 part SEU 10 upsets/year in triply redundant majority vote RAM

5.2. GPS Operations -- contributed by Michael O'Brine, Air Force

During the past few years there appears to be a clear qualitative correlation between high solar activity and
repeatable upsets occurring on board GPS space vehicles. In general we have noted that 3 10 5 days following
sustained high solar activity certain upsets are possible. Most of these upsets have had serious consequences 10
space vehicle health, mission accomplishment, or both.

The first type of serious upset involves the space vehicle solar asay drive electronics. This system
autonomously sicers the solar arrays normal 10 the sun 10 assure adequate power generation 10 support vehicle
clectrical loads. In April 1983 both solar array drives on Navstar 1 went into hold mode (i.c. not tracking) withcut
being commanded to0 do so. This anomaly, which occusred while the vehicle was out of view, eventually caused the
solar asrays 10 drift far enough off the sun 10 cause a negative power balance. This in tum caused protective timers
on board 10 tun off all non-essential electrical loads afier one hour, leading 10 loss of vehicle attitude control. The
time required to safe the vehicle and rewmn it to proper three-axis stabilization was two months, during which time
the mission payload was non-functional.



This same upset occurred again on 8 November 1986, when one solar array drive on Navstar 11 went into
hold mode without command. Fortunately, in this case the orbit conditions were more favorable, 30 the armays did
not 2o very far off the sun and loadshed (that is the turning off of all the experiments so that the attitude control
clectronics can be maintained in the face of a decreasing power source) did not occur. This type of upset remains a
poicntial threat to future GPS Block ] operations. The solar array drive electronics on GPS Block II space vehicles
have been redesigned with latching relays to eliminate this problem.

Ancrher serious upset related to high solar activity has been a series of uncommanded re-tunes of the on-
board atomic frequency standard on Navstar 6. This problem has also occurred 1o a lesser extent on Navstar 2. The
impact of this problem is to make the on-board navigation payload unusable until the frequency standard is brought
back to its original tuning value by ground command. Switching frequency standards on Navstar 6 have reduced this
problem,

High solar activity is also apparently related 10 upsets in the navigation signal baseband on all on-orbit
GPS vehicles. When this occurs the navigation ranging codes transmitied by the vehicle 10 users become
unsynchronized, making the vehicle unusable for navigation until ground intervention restores normal operation.
This upset occurs randomly on all GPS vehicles.

In addition 10 the above examples, there are also a number of less serious upseis which seem related o solar
activity. These include uncommanded resets of the on-board electromagnets and uncommanded reconfigurations of
the iciemewry PCM cacoder. Payload operation is not affecsed by these problems.

In summary, while no GPS space vehicle has been lost or permanently damaged due 10 solar related upsets,
there have been some close calls. In addition, navigation service 10 users has been interrupted on occasion duc o
these problems. A clearer understanding of these phenomena is required 10 prevent their occurrence on future
spacecrafi

53. Veyager's Power On Resets

The Voyager 1 spacecraft experienced 42 power-on-resets (PORs) within the Flight Data Subsysiem (FDS)
during its passage theough the radiation beks of Jupiter. The Voyager FDS is an on-board computer system
containing a volatile memory sysiem. During the design of this sysiem it was recognized that power line
undervoliage ransicats could cause maifunctions of the memory and heace uncontrolied computer operations. To
avoid this situation, a circuit was added which sensed the voltage and seat a command 1o start the POR sequence if an
undervoltage condition was detected. The power-on-seset sequence consists of stopping the processing, stopping the
internal FDS clock, reinitializing the computations if nccessary, waiting a minimum period of time, and restarting
the processing if the undervoltage condition had ceased. Unfortunately in packaging this circuit for Voyager, the
circuitry which sensed the undervoltage condition was separated from the command receiver which initiates the power
down and power on sequence. This means that a wire connecting the undervoltage circuits and the command
receivers ran through the system cabling. Subsequent testing on the ground verified that noise pulses in this cable
bundle would produce the POR sequence seen at Jupiter. The sensitivity of the command receiver to pulses in the
cable bundle is seen below in Figure 5-1.
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Figure S-1. Seasitivity of Command Receiver to Noise Spikes
5§3.1. Effect of POR

Each time this happens a discrepancy of at least 175 milliseconds between the FDS clock and the spacecraft
clock occurs. So the original indications of a probleza were slight but important differences in camera angles for the
pictures taken at Jupiter. This was eventually traced back 10 the scenario just outlined.

Attention now focused on the manner in which a noise spike could be generated to affect this cable bundle.
Many of the mechanisms known to produce noise pulses were investigated -- surface charging, thruster firings,
spacecraft mode changes by commands, velocity and wake effects, and single event upsets. None of these seemed
parﬁc;ﬂa’lyplwsiblc;lnwev«,ssemhﬁms-zhemldimiwﬁonofmksmehcsamzinglywell
with the high energy electron spectrum seen by Voyager 1.
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53.2. Enavironmertal Correlation

ruled out for Voyager. Internal discharges such as these are thought 1 be the most likely cause of PORs on Voyager
1. The extremely harsh electron environment near Jupiter, shown below, (figure 5-3) makes internal discharging
particularly likely since cables in thinly shielded areas will sce higher electron fluxes than they would near other
planets.
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Figure 5-3. Jupiter's High Encrgy Specira
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54. GOES 4 and 5 Anomalies -- Winfred Farthing, GSFC

The Geostationary Operational Environmental Satellite, GOES-4 was launched on 9 September 1980;
GOES-5 on 22 May 1981. The primary instrument, an atmospheric sounder, on both GOES-4 and GOES-S5 is the
Visible and Infrared Spin Scan Radiometer (VISSR). This insirument observes the earth using the spin of the
spacecraft o scan in the east-west direction. A mirror is stepped to produce scans in the north-south direction. There
are eight channels of data taken in different spectra regions covering the visible and infrared regions of the spectrum.

Subsystems aboard GOES-4 and -5 have shown numerous instances of anomalous changes in state
corresponding :0 false commands. Table 5-2 covers a 15 month period for GOES-4 and a 6 month period for GOES-
5. There were 27 anomalous commands recorded during that period, 14 on GOES-5 and 13 on GOES-4. The first
ancmaly observed on GOES-4 (29 March 1981) was an uncommanded stepping of the VISSR mirror.
Simultaneously the gain in one of the visible channels (number six) had an uncomimanded gain step. On 1 April
1981, the mirror again began uncommanded stepping. Ground magnetograms examined shortly after these anomalics
showed evidence of substorm activity, suggesting that these anomalics were environmentally induced. Initial
suspicions focused on surface charging as the cause of these anomalies. A search of the instrument for a site of
differential charging revealed that part of the VISSR second stage radiation cooler was ungrounded. The inner
member of this assembly was grounded through a wire which went into the VISSP. electronics package. It was
proposed thet charge built up oa the ungrounded radiator until a breakdown occurred across the insulating epoxy
VISSR clectronics. Tests performed on the GOES-S spacecraft which at that time was awaiting launch at the casiern
test range (ETR) confirmed thet the radistor was indeed ungrounded. GOES-5 was modified 10 ground the radiator.
GOES-5 did not experience this particular command anomaly, but has experienced a number of "phantom
commands.”




Table 5-2. GOES 4 and 5 Anomalics

UNIVERSAL| EcLIPSE COMMAND COMMAND
DATE | SPACECRAFT| TIME T'ME NUMBER(S) NUMBER(S)
3/20/87 GOES-4 11:42:00 | 08:32 TO 09:34 |301/334 AND 302 STEP SCAN ON (PRIMARY
OR REDUNDANT COMMAND)
VISIBLE CHANNEL 6 GAIN
STEP
4/1/81 GOES-4 00:55:31 | 08:33 TO 09:34 |331/334 STEP SCAN ON
4/1/81 GOES-4 10:10:22 | 08:33 TO 00:34 |301/334 AND 302 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
VISIBLE CH.6 GAIN STEP
4/13/81 GOES-4 09:03:17 |NO ECLIPSE [331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
4/14/81 GOES-4 11:36:35 | NO ECLIPSE  [331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
4/17/81 GOES-4 08:38:22 | NO ECLIPSE [331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
4/19/81 GOES-4 12:35:22 | NO ECUPSE |331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
4/20/81 GOES-4 14:35:22 [ NO ECLIPSE [331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
erzver GOES-4 14:45:44 | NO ECUPSE 030 VDM HALF RESOLUTION
jer2es81 GOES-4 09:40:33 | NO ECUPSE |331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
4/26/81 GOES-4 08:36:27 | NO ECUPSE |331/334 STEP SCAN ON (PRIMARY
OR REDUNDANT CMD)
jsr2ess1 GOES-S 08:21:58 | NO ECLIPSE |301 CH. 7 GAMN STEP
(FROM 2 70 3)
123181 GOES-S 11:08:05 | MO ECUPSE [301 CH. 7 GAIN STEP
(FROM 2 TO 3)
rlzun GOES-$ 05:20:30 | NO ECUPSE |301 CH. 7 GAN STEP
(FROM 2 70 3)
8/20/81 GOES-$ 10:17:01 | NO ECUIPSE |301 CH. 7 GAIN STEP
(FROM 2 TO 3)
111/81 GOES-5 12:01:39 | 0426-0527 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
lor12/87 GOES-S 10:47:33 | o0425-0527 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
10/2/81 GOES-4 14:40:41 | 0819-0923 030 VDM HALF RESOLUTION
10/10/81] GOES-S 07:11:03 | 0421-0511 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
10/10/81| GOES-§ 08:35:55 | 0421-0511 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
10/11/81] GOES-5 07:46:22 | 0423-0510 301 CH. 7 GAIN STEP
(FROM 2 TO 3)




Table 5-2. GOES 4 and 5 Anomalics (Cont'd)

UNIVERSAL ECLIPSE COMMAND COMMAND
DATE SPACECRAFT TIME TIME NUMBER(S) NUMBER(S)
10/12/81 GOES-§ 08:57:35 0425-0507 301 CH. 7 GAIN STEP
(FROM 2 10 3) |
10/21/81 GOES-5 09:14:00 | NO ECLIPSE 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
11/12/81% GOES-5 10:58:00 NO ECLIPSE 301 CH. 7 GAIN STEP
(FROM 270 3)
11/23/81 GOES-§ 06:46:11 NO ECLIPSE 301 CH. 7 GAIN STEP
(FROM2T703) |
11/23/81 GOES-5 10:58:36 NO ECLIPSE 301 CH. 7 GAIN STEP
(FROM 2 TO 3)
11/23/87 GOES-4 12:10:16 | NO ECLIPSE 331/334 STEP SCAN ON
5.5. GOES-4 Failure -- contributed by Damiel Wilkinson, National Geophysical Data Center

NVMMMMMWM)NMMWGMMW
Environmental Satcllite (GOES-4), failed at 0445 UT, November 26, 1982, as a series of intense storms descended
on the California coast. The VISSR maps the carth and its cloud cover day and night and allows the tracking and
forecasting of scvere siom sysiems. This failure of the VISSR on board GOES-4 deprived weather forecasters of an
immﬁusﬁng&en@mﬁwmdlﬁe—hm&gmsshymﬁmﬂwm&.

The cause of this critical satcilite failure is of great interest (0 the National Oceanic and Atmospheric
Administration (NOAA), operators of the GOES network. A study now in progress should resolve the reason for
failure and descrmine whether solar zctivity caused it. Figure 5-4 was preparced at the National Geophysical Data
Cenicr in Boulder, Colo., in response to a call for information about the carth’s space environment at the time of the
GOES-4 failure.

MGOESwmﬂmaSm&vhmmMm(SEM)kmmmmmmgmx-my
sensor, a three-component magnetomcter, and a particle detector. Together these instruments provide continaous
monitoring of the space environment at the satellite’s altitude. SEM data from sclected salellites are received and
processed for archiving at the Space Environment Laboratory in Boulder. When GOES-4 failed at 135 W longitude,
the reference satellite for SEM archival purposes was GOES-2, located at 108 W longitude. The proximity of the
two satellites suggested that their local environments were similar, and sclected data from representative GOES-2
channels were reproduced for November 25-26, 1982,

The top frame of Figure 5-4 shows the prominent X4.5 solar flarc rcported by the Space Environment
Services Center at 0229 UT. Owing 10 the intensity of the flare and the history of its associated sunspot region,
forecasters at that cenier immediately posted a proton cvent waming.

Closeinspeclionoflhcmiddlefmslmsﬂmwmefast.highemrgypmmsinmllO-S(X)MeV
range began arriving at 'he satcllitcs approximately 45 minutcs before failurc, with slower protons arriving in
quantity a few minutes after failure. Counts of electrons trapped at geostationary altitude, 6.67 earth radii, ofien show
a quict-time daily variation, a variation that produces lower electron counts in the UT moming than in the UT
evening. The clectron curve does not drop 10 quiet-time values on the momning of November 26, indicating the
saicllite environment contained a significant clectron flux at the time GOES 4 failed. Lacking spectral information
for electrons, however, we can give no detailed imerpretation of their importance.

The magnetomeier’s three field components are defined as follows: Hpisparallellothesudlilcspinaxis
and is perpendicular to the satellite's orbital plane; Hg lics parallel to the satcllitc-earth line and points carthward; HN
is perpendicular to both Hp and Hg, and points westward. NomgncﬁcstonnactivitywasindicuedwlmGOESA
failed. Note, however, the correlation between the H curves and the electron curve.

This display of the SEM data does not determine the cause of the GOES-4 failure. It does nevertheless raise
the question: of solar activity as a contributing factor. According to NASA Hcadquariers, there are currently 36




surveillance and communications satellises in geostationary orbit, representing a U.S. investment in the tens of
billions of dollars. An investment of this size will eventually stir renewed interest in Solar-Terrestrial relationships.

{Space eavironment data from the GOES system have been archived continuously since July 1974 and are
available for sale through the Solar- Tesrestrial Physics Division of the National Geophysical Data Center — an
organization known intcrationally as World Data Center A for Solar-Terrestrial Physics. Inquiries should be
addressed to the National Geopt: ysical Data Center, NOAA Code EAGC2, 325 Broadway, Boulder, CO 80303
(telephone 303-497-6136).]
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56. Los Alamos Anomaly Studies -- comtributed by Dan Baker,
Los Alamos Natiomal Laboratory

The Space Pla- 1a Physics Group of the Earth and Space Sciences Division at Los Alamos National
Laboratory has available 10 it dat: from a number of instruments in orbit. When investigating anomalies of
spacecraft, especially at geosynchronous orbit they often begin with the high-energy electron data at geosynchronous
ordit. Figure 5-5 illustrates how helpful such data are in identifying the scurce of anomalics. In this case star
tracker upsets occur only on those occasions when the high energy flux exceeds a certain level. This indicates some
sort of internal charging anomaly (see Figure 5-5).
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Figure 5-5. Electron Count Rate Versus Upsets

5.8 Operational Impact

From an understanding of surface charging/discharging, intemal charging/discharging, and SEU phenomena
gained from the previous chaoters and the adverse effects these have had on operaiing space assets as discussed in the
previous chapter, it is cleas . at something must be done to avoid the adverse effects on space systems of the
e..vironments responsible {r surface and internal charging and single event upsets. Literally thousands of anomalics
have been experienced in recent years. Each succeeding generation of electronics has scemingly brought a higher
degree of susceptibility to these phenomena than those before. This is not surprising because the goal of improved
technologies is to "do more with less,” that is to make electronics faster, using less power, and controlling more.
This translates into having smaller amounts of charge representing more information than ever before. Thus,
smaller disruptions are more likcly to disturb electronics. These aromalics will not disappear unless the scientific
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susceptibility to these problems. In general, of course, it would be better (o have space systems which are
Enginccring for immunity will be discussed in chapter 7.

58.1 Surface Charging
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5.8.1.2. Charged Surface Conceras

For some applications, only when a discharge occurs is there a concem. In other cases, the fact that a
surface or surfaces are charged is a concem directly. For example if you have an insrument that is attempting to
measure the low energy part of the plasma environment, even uniform charging of the spacecraft to some potential
with respect 10 the ambient zavironment will distort the flux of electrons available for analysis to the instrument.
Surfaces at different potentials with respect to each other and the space environment will further complicate the
analysis of the instrument measurements. The charging and discharging of surface elements as they are exposed to
the sun and shadow casily gencrate currents that can affect sensitive sensors or electronics. An carth sensor was
affecied in this way on an carly communication satellitc (Wadham, 1986) even though there was no violent discharge
in the usual sense. The aliemate charging and discharging of the sensor’s body produced unwanted signals in the
seasor circuit. This is one reason that the sun-sysicm-earth angle is interesting in diagnosis of anomalies. Any
periodic behavior in synchronism with spin periods or rokasion periods may indicate this type of charging/discharging
phenomenon.

58.2. Intersat Discharge

Internal charging/discharging presents a similar situation 10 that just described under surface charging,
except the point of charging or discharging is now locased inside the Faraday cage, and is therefore more likely to
couple directly 10 the victim circuit. Thus a much smaller discharge in icrms of total encrgy or charge is of concem
since the coupling efficicncy is much greater. The mechanism is shiginly differemnt for insemal dischasges in that no
photocurents are preseat. When transicnts or discharges are capable of producing the ancmalous behavior under
imvestigation but no surface charging cxists, inernal charging/discharging in lightly shiclded cable« or electronics
should be investigated. Near carth internal charging cveats tead 10 be irvegular both becasse the flux required 0
produce them is usually present only sporadically, and because the time 10 discharge once the flux is present is a
random variable.

No amomalics have yet been atiributed 10 imternal charging without a discharge, bit onc can imagine a
pasticularly sensitive circuit where large volumes of charged dielectric influence measurements.

58.3. Single Event Upsets

Single event upscts (SEUs) always occur in the memory parts of integrated circuits. Whenever there are
mistaken commands or data, single event upscts are a possible cause. When single event upsets are suspected, the
parts holding or processing the anomalous data should be investigaied 10 see if any of those parts involved are SEU
sensitive.  First consult the data on parts already tested by various organizations, In general one would expect
SEUs to be a very random occurrence. However, there are cases (solar flares, magnetic shielding, and heavy ion
radiation belts) which increase or decrease the likelihood of SEUs. Once the pants' sensitivity is established, the
cavronment will determine the expectcd SEU rate. Any peculiarities in occurrence are important in distinguishing
the various possible causes of an anomaly. Cycles in the occurrence of anomalies should be examined for
operational cycles as well as environmental dependence.  Sometimes certain activilies are more sensitive (o the
detection of an anomaly than others. Power cycling, data processing cycles, eic., can superimpose behavior on an
anomaly rate which has little or nothing to do with the eavironmental cause of the anomaly. 1t is especially
important in SEU investigations (0 understand the operational variables in determining the anomaly cause.
Operationally, once SEUs are known to be occurring, the usual procedure is 19 correct the mistaken bits of
information by reloading part or all of the memory. Although not discussed in this text, single pasticles can cause
hardware f~"~wes. in evaluating a failure or snomaly, single particies from cosmic rays or trapped heavy ion belts
need to be considered especially as integrated circuits get smaller and faster.



$9. Obtaining Environmental Data and Reporting Anomalies
Environmental data is available through either the DOD or civilian groups listed below.
§9.1. Air Wezther Service

The Air Weather Service, through its staff weather officers and staff meteorologists, provides both real time
and historical data and analyses to meet the requirements of any Air Force project. This is typically done through
Support Assistance Requests (SARs). If the data or models are lacking, action can be taken to obtain the required
data or capability. In addition, customers are encouraged to contribute data from their systems to further enhance the
gencral database. A real time database of observed or suspected anomalies at the Air Force Global Weather Central,
based upon operators’ reports not only encourages participation by others but also enhances the confirmations of
environmentally induced anomalics.

Air Force Global Weather Central (ARGWC) through AFGWC/WSE provides real time operational support
in both 24 hour center and tailored support modes. USAFETAC provides retrospective analysis for those programs
doing anomaly investigations with a long time history. Contact the appropriate military officers to obtain this
support.

$9.1.1. Air Weather Service Support Organization

The Air Weather Service support organization is orgarized into two groups, staff weather officers and staff
meteorologists.

$9.1.1.1. Staff Weather Officers (SWOs)

SWOs are collocated with major Air Force commands. For example, the HQ 4th Weather Wing stationed
in Colorado Springs supports North American Aerospace Defense Command, Unified U. S. Space Command and Air
Force Space Command. Staff weather officers obtain data for operational usc.

§9.1.1.2. Staff Meteorologists

Staff mescorologists (Staffmets) are collocated with Air Force Systems Command Product Divisions and
Laborztories. For example Detachment 50, 2nd Weather Squadron is locaied at Space Division.

Staff metcorologists obtain data to assist system designers, developers, and engineers in overcoming
environmental problems. Staffmets should be used early in each program so that the systems can be designed with
due consideration (0 environmentally induced anomalies.

59.1.2. Real Time Monitoring System

Both ground-based and saicllite data is collected at ARGWC. The actual data is collected in near real time
and is available soon thereafier. A database is maintained for a number of days at AFGWC before it is shipped w0
USAF Environmental Technical Application Center (USAFETAC) for permanent storage.

§9.2. NOAA Space Environmental Laboratory -- Reporting Anomalies

The Space Environment Service Center (SESC) provides a real time support and forecast service for
operations that are affected by solar-geophysical activity. Their number (24 hours a day 7 days a week) is (303)
497-3171. This is an evolving service, but anticipates providing real time data for anomaly investigations and ncar
real time data for up to one month in the past. It is coordinated with the National Geophysics Data Center (below).
When reporting an anomaly the following information is typically asked for:



Customer name, organization and spacecraft
Start and stop time of the anomaly

Location of the spacecraft

Any usual or unusual operations

Description of the anomaly

Any communications problems

Satellite local time, and Sun-vehicle-earth angle

5.9.3. National Geophysical Data Center

The National Geophysical Data Center (NGDC) supports retrospective data request and analysis. A
database of spacecraft anomalies is maintained at the Solar-Terrestrial Physics Division of the NGDC in Boulder,
Colorado. It includes the date, time, location, and other pertinent information zbout incidents of spacecraft
operational irregularities which are suspected to be due to the environment. These events range from minor
operational probiems which can be easily comrected 0 permanent spacecraft failures. The data base includes spacecraft
anomalies in interplanetary space and in near-carth orbit. The majority of the data base comes from: geostationary
spacecraft. About 1600 anomalics have been reporied as of June 1987. The data base includes data from several
nations. The database is maintaincd on an IBM compatible personal computer in a dBase 111 type file. To
facilitate access w0 the information, custom software has been writien to perform a full range of functions for
managing, displaying, and analyzing the contents. The Spacecraft Anomaly Manager (SAM) -ofiware has the added
benefit of
eacouraging opesators 10 report their anomalics in a uniform, ready-to-use format. Satellite operators can use SAM
10 create 3 database comtaining only their anomalics and forward the data 10 NGDC (address in Appendix 3) on a
floppy disk for inclusion in the master archive.

Histograms of local time, and scasomal frequency show distinct paticms for spacecraft susceptible 10 static
charge buildup and subsequent discharge. SAM includes fimctions to display anomaly collections versus local time
and season. The figures in Appendix 3 show these functions for the GOES satellite.

The data and software are curently available o two IBM compatible floppy disks for the nominal cost of
$30 per disk. Contributors of anomaly data may obtain the disks on a data exchange basis.

5.10. Unreported Amomalies

Oncoflhcmostfnﬁﬂulcollabomlimsishumﬂmthasﬂxdyﬂwmvirmmmtmddloseopaming
spacecraft in that environment. Morc than providing engineers with essential data needed 10 improve future designs,
halensopaakmswwvﬁmmmmlcmwcmmdplwidamﬁalclmwmdcmmdm;thecnvimnmcmitself.
Oncofdlehopcsfonh'nmcisﬂmitwiﬂbﬁngmgcdudmtwom:psinwaysdlawilladvancemegoalsof
both groups. Unreporied anomalics are a loss to both the spacecraft operators involved and 1o their larger
communities. The effort required 10 report and analyze an anomaly yields a better understanding of the spacecraft, its
operations, and the behavior of the environment, and suggests better engineering techniques for future designs.



Chapter

6

Engineering for Immunity

6.1 Organizing for Success

This chapter presents the concepts necded 10 conduct a successful design and fabrication of a space sysiem,
which properly considers the possibility of the eavironment inducing anomalics via surface charging or discharging,
intemal charging or discharging and single event upsets. It is most desirable that any hardaess or immunity
assurance plan be implemented at the very outsct of the program. This alerts cveryone involved with the program
that immunity 10 ESD, Inecrnal Discharge and SEU must be comsidered in all approprisse trade-off studics.

There is no sure “fix" for any one of these anomaly causing phenomena, nor does a solution for one
nccessarily provide a solution for the other two.  Such a cure-all docs not currently exist. However, these are
mitigation technigues, circumvention methods, and design approaches which can and are being employed o
minimize the deleterious effects of surface charging/discharging, internal charging/discharging, and SEU on satellite
systems. The timely adaptation of the practices and procedures outlined in this chapter can achieve this goal.

A successful assurance plan begins at the inception of the program and is camricd through every trade-off and
system design decision. The only sure fix for any anomaly producing phcnomenon is careful attention to the
phenomenon throughout the program. It may not be possibie to simultancously fix every problem, however the
carly awarencess of each phenomenon and careful consideration of its impact and importance enable a program to find
the enginecring solutions which will best mect each program's unique necds. The recent expericnce of the design of
the Galileo spacecrafi illustrates this point. When the parts for the attitude and control system were first chosen,
single event upsets were not widcly known or appreciated. Improvements in the size and speed of microelecuonics
were driving microclectronic parts in the direction of increasing sensitivity to single event upsets. When this fact
became known, new pasts were required to mect both the old requirer. cnts for memory, total dose radiation hardness,
speed, and the new requirement of SEU hardness.

The keystone of engincering for immaunity is a well thought out immunity program. This program will be
as individual as the design tcam and the project. The plan should begin with the management structure already in use
by the design lcam. By building on the [amiliar management structure, environmental design considcration
responsibilitics can be added to the appropriate design groups, or cost cenicrs as necessary. This makes immunity to
environmental effects the same as any other sysiem problem. Conscquently environmental concerns will compete
with other considerations at the design level, for the limited resources in time, moncy, and cffort.

One way 1o organize a large sysicm cffort is to develop a series of project documents which spell out what
is going on. These not only relate the icchnical requirements and methods of analysis, but describe the manncr in
which various organizations within thc parcnt organization operate. With the possible exception of a "skunk
works,” all projects necd documents to know how to respond to requirements. “It's not what you don’t know, but
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what you don't do” that determines the success of a program. Every Sunday morning quarterback knows exactly
what you should have done and why you should have known to do it The trick is doing all the things you know
have 10 be done. Project documents can outline the plan for avoiding problems.

The key to getting all of the activities done which need doing in a complex undertaking is to put the
responsibility for each task with the person who can perform that task. It is important to tailor the task 10 fit the
players. All involved should understand what is required of them, how they are going to do it, and whom they are
going to give their results to.

Project documents if carefully thought out are one way to do this. It certainly isn't the only way, but for a
large project involving many people with finite capacities for remembering what they need to do, it certainly is a
good way 10 do it. (It centainly makes the job of finding out afier the fact how things were done easier.) Project
documents codify requirements, and institutionalize operating procedures.

The assurance program is nothing more than making sure that the above process is thought through, and is
being followed.

In the table below (Table 6-1) are some documents which can be incorpcrated into system design and
planning thinking.

Table 6-1. Guidelines/Military Standards

High Yoltage Staadanis/Handbooks
MIL-STD-1540 Test Requirements for Space Vehicles
MIL-STD-1541 EMC Requircments for Space Sysiems
EMC and EMI
DoD-STD-1686 ESD Control Program for Protection of Electrical and Electronic Parts
DoD Handbook 263 ESD Costrol Handbook for Protection of Electrical and Electronic Parts

AFSC Design Handbuok 1-4, Electromagnetic Compatibility

Problems can be thought of as having a cause, a medium through which the problem is transmitted and a
victim. The system approach to eliminating problems is 10 look at each element of this path and decide what
combination of actions is required to eliminate the problem (see Figure 6-1). Requirements describe the threat.
Sometimes the environment can be changed. For 2xample, don't launch during a large solar flare, or, don't fly
through the radiation belts.
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6.2. Immunity to ESD

The phenomenon of charging has been discussed in chapter 2 and is fairly well understood. At first, a
simple-minded solution seems obvious; don't allow a charge buildup which can result in a subsequent discharge
(ESD) large enough to produce an anomaly 10 any spacecraft system. This of course suggests "grounding” all
potential sources for ESD. This is easier said than done, since there are so many interactions between the various
systems, sub-systems and structures that must be considered. In the guidelines that follow, a number of options are
presenied.

6.2.1. Design Assessment

Use the NASA Charging Analyzer Program (NASCAP) or similar analytic technique to evaluate a given
design. This is to be done in a preliminary fashion 10 isolate possible discharge sites by computing charging
behavior for a few time steps (about one half-dozen 100 second time steps should be sufficient). The analysis of an
"as built,” or "as planned” system is usually more than worth the cost of the analysis in insuring that the designers
actually do what they planned to do. Surface charging can be minimized by materials selection and re-evaluation.
The final choice of exierior materials must be an itcrative process since both thermal and electrostatic requirements
must be considered. Qualification for electrostatic surface cleanliness should be conducted by analysis for both
substorm and average conditions. Testing can be limited 10 the desermination of any unknown propertics of
maierials sclecied. As part of the charging analysis, the designer should evaluate the impact of possible surface
discharges on sysiem performance. This can be done with one of the available coupling codes (¢.g., SEMCAP).
discharges due t0 the high eacrgy pasticle charging of interior cables. This is discussed under intemal discharges.

There are several excelient handbooks on spacecraft charging. Much of the material in this section is taken
from the handbook of Parvis, Gamrett, Whittlescy, and Sicvens (1984), and Vampola, Mizera, Koons, Fennell, and
Hall (1985). Asscssment begins with the determination of the eavironment, usually a worst case according t0 some
crileria. Then analysis using the environment helps locate the trouble spots in the design. This is followed by
trade-offs between the various materials, configurations cic. that are used in the design versus the risks, costs, eic.
imvolved with the various options which can be used in designing the system.

There are two forms of charging of concern in designing « space system: absolute and differential. For
absolute charging, the satcllite charges as a whole; the diclectric surface voltages are “locked” ©0 the ground voltage.
This type of charging depends on the capacitance of the system as a whole 10 free space, and the plasma currents to
the spacecraft. It occurs very rapidly (fractions of seconds) during cclipse charging events when the plasma current is
not balanced by the photocurrent, and more slowly in the sunlight. Differential charging depends on the capacitance
of onc part of the spacecraft to another and the relative current between the two surfaces. Differential charging
usually occurs slowly (minutes) on spacecraft in homogeneous isotropic plasmas. Differential charging results in a
difference in potential between one part of the spacecraft and another. Diffcrential charging can change the absolute
charging level of the satellite by influencing trajectories near the spacecraft body. In some instances a relatively
small patch of highly charged material will create a small potential hill in front of the rest of the spacecraft and
thereby prevent photocurrents from escaping. In that case the entire spacecrafi sinks 0 a very negative potential,
although the differential charging is less than would be expecied from simple calculations ignoring the barrier effect.

Sasellite configuration plays a kcy role in charging behavior. For isotropic environments, a spinning
satellite usually has a lower spacecraft potcntial (a few hundred volts) in sunlit charging events than one with large
arcas continually in the shade. A three-axis stabilized satellite can have large negative spacecraft potentials (2 few
thousand volts) in sunlit charging environments. Any shaded dielectric can induce large differential voltages. For
both configurations differential charging is limited by the three-dimensional barrier effect. In eclipse charging, the
voltage buildup is controlied by the secondary yield of the dielectrics, rather than photoemission. Anisotropic fluxcs
coupled with the peculiarities of the spacccraft configuration may influcnce both differential and absolute charging.

The mission of the satcllite detcrmines the extent 10 which one must control charging interactions.
Nonscientific satellites typically don't nced to control the absolute potential, and their only concem is with
differential charging when it leads 10 discharges which affect spacecrafi operation. It is important to note that large
absolute charging levels can (through ficld emission from sharp points) lcad to discharges and thus be of vital
engineering concern. For a scientific satcllitc absolute charging should be controlled.
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In considering the mission, configuration, and both absolute and differential charging concemns, the worst
case cavironment usually determines the surface charging design. There is considerable debate on just what that
worst case is. Gussenhoven and Mullen (1982) suggested four criteria: (a) the measured
environment which produces the largest vehicle frame (ground) t0 plasma potential difference, ( b) the environment
which produces the largest differential poicntial between adjacent spacecraft surface materials, () the hotiest plasma
environment encountered at geosynchronous orbit, and (d) the environment which causes the greatest number of
satellite anomalies.

Chageer two described some recommended worst case charging environments which can be used in assessing
system sensitivity to surface charging

When a discharge occurs, charge is redistributed around the spacecraft. At one time investigators felt that
Mcmdwmmdwmenw,i&awdchgeﬁanﬂwMydﬂwwﬁ
Subsequent opinion (sec Purvis et al., 1984) maintains that only a small portion of the charge actually leaves the
surface in typical spacecraft discharges.

Purvis, et al. (1934) recommend calculating the discharge transient parameters as follows:

Voltage: Use a square wave approximation of the voliage transient, assuming the voltage pulse rises to the

equilibrium ground potential of the spacecraft, remains at that voltage for the duration of the voltage pulse, and then
retums {0 zero.

Current: The current pulse is also approximated by a square pulse where the total charge is made up of two
parts — the charge that is lost 10 space, and the charge that is redistributed within the dielectric.
Cusvent 10 space: The charge lost to space is estimated 10 be

aQ; = C; |Vgl (coulombs) (6-1)

where C; is the saellite 10 space capacitance (typically picofarads) and [Vl is the absolute value of the satellise
ground voltage at time of discharge.

Curreats in the Diclectric: Based on ground tests with grounded substrates which give unrealistically high
transfer of charge 10 space, Purvis et al. (1984) recommend assuming that only 1 percent of the total charge stored on
the diclectric swrface is involved in this portion of the discharge process. This arbitrary assumption siresses the fact
that the discharge is limited to & small dielectric area. Of this one percent, 1/3 is lost to space and 2/3 remains on
the diclectric or neutralizes the polarization charge:

AQ, = KC, |AV,| (coulombs) (6-2)
where:

K = 0.003 is the fraction of total charge lost 10 space

Cy is the capacitance across the small portion of the dielectric involved in the discharge
1Ayl is the absolute value of differential voltage at the discharge site just before the discharge
The total charge lost is:

AQ = AQ; +AQ; (coulombs) (6-3)

and the current pulse is:

I= éA'?' (amps) (6-4)




The puise width (At) is uncertain, but is on the order of tens of picoseconds. Expcriments with grounded
substrates indicase that the maximum duration varies as the diclectric area from which charge has been removed.
Using this relationship, At can be approximated as:

At ~ 0.02(0.01 A)3 (usec) (6-5)

where A is the diclectric area in cm2.

Once the transient pulses expected have been estimated, coupling of the pulse to sensitive circuits can be
estimated. There are a number of EMC-type techniques available 10 do this. Most involve estimating capacitances
and inductances from one point to another within the spacecraft, and can be quite complex. Part sensitivity to
transients is aiso difficult to estimate, although methods are available for the persistent. Military Design Handbooks
on EMC as well as the Don White series of texts on EMC deal at great length with this part of the process of
assessing sysiem sensitivity. The chain of the calculation is 10 start with the charging environment, estimate the
conditions at breakdown, estimate the resulting pulse amplitude and location, estimate the coupling 10 the victim
circuit, and (based on the victim circuit's sensitivity (o the pulse) assess the system response.

By careful selection of the materials used in a spacecraft the ESD problem can be reduced or eliminated. For
exampie, the use of grounded conductive coatings and the avoidance of Teflon as an interior dielectric can go a long
way in eliminating ESD problems. However, thermal design considerations may restrict the choices available for

The best way 10 avoid differential charging of spacectaft surfaces is 10 make all surfaces conductive and
grounded 10 the spacecrafi structure. By conductive we mean conductive enough 10 equalize the curvents expected
around the spacecraft. Usually the curreats in space are small 30 a resistance which is fairly high by electronic
standards may be adequill. However, typical spacecrafi surface materials such as Mylar, Kapion, Teflon, fiberglass,
glass, quartz, or other diclsiric maicrials, do not usually meet spacecraft charging conductivity desires. In some
arcas (areas adjacent 10 antelnas operating at less thar 1 GHz, or areas where maicrial contamination or thermal
control is critical) conductive coatings may be out of the question. In other cases indium tin oxide (ITO) coatings or
other techniques should be considered.

The following recommendations are takes from Purvis et al., 1984,

*To discharge surfaces that are being charged by space plasmas, a high resistivity to ground can be tolerated

"(1) Conductive materials (¢.g., metals) must be grounded to structure with the smallest resistance possible

9
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where A is the exposed surface area of the conductor in square centimeters.
"(2) Partially conductive surfaces (¢.g., paints) applied over a conductive substrate must have a resistivity-
thickness product
n< 2x 109, Q-cm?
where r is the material resistivity in obm-centimeters and t is the material thickness in centimeters.
"(3) Partially conductive surfaces applied over a dielectric and grounded at the edges must have maternial

resistivity such that

2
ﬂ‘- < 4x 109. Q-cm?

where r and ¢ are as above and h is the greatest distance on a surface to a ground point, in centimeters.
"These guidelines depend on the particular geometry and application. A simplificd sct of guidclines is
supplicd for early design activitics:




=(1) Isolased conductors must be grounded with less than 105 Q 10 structure.
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from one edge of a square section to the oppositc edge. It can be seen that the size of the square has no effect on the
numeric value.)
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geometry.
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the material surface to structure. Problems can occur. For example, one case was observed where a nonconductive
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from ESD events, vacuum exposure, thermal expansion and contraction, etc. As an cxample, painting around a zero-
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that location.
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conductive and tying them 10 a2 common ground.
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Table 6-2. Surface Costings snd Mascrials Acceptable for Spacecraft Use (from Purvis et al., 1984, p. 13)

Maserial Comments
Paint Work with manufacturer 10 obtain peint that satisfies ESD conductivity requircments
(carbon black) of Section 3.1.2 from Pugvis, et al. (1984) and thermal, adhesion, and other needs
GSFC NS43 Has been used in some applications where surface potentials are not a problem
paint (yellow) (apparently will not discharge)
Indium tin Can be used where some degree of transparency is needed; must be properly grounded;
oxide (250 nm) for use on solar cells, optical solar reflectors, and Kapton

Zinc ortho-titsnate  Possibly the most conductive white paint; adhesion difficult without careful attention
paint (white} 10 application procedures
Alodyne Conductive conversion coatings of magnesium, aluminum, e1c., are acceptable




Table 6-3. Surface Coatings and Matcrials 10 be Avoided for Spacecraft Use (from Purvis et al., 1984, p. 13)

Material Comments

Anodyze Anodizing produces a high-resistivity surface; to be avoided. The surface is thin and
might be acceptable if analysis shows stored energy is small

Fiberglass material  Resistivity is too high

Paint (white) In general, unless a white paint is measured to be acceptable, it is unacceptable

Mylar (uncoated) Resistivity is t0o high

Teflon (uncoated) Resistivity is 100 high. Teflon has a demonstrated long-time charge storage ability and
causes catastrophic discharges

Kapton (uncosted) Gencrally unacceptable, due 10 high resistivity. However, in continuous-sunlight
applications if less than 0.13 mm (5 mils) thick, Kapton is sufficiently photoconductive

for use

Silica cloth Has been used as antcana radome. It is a diclectric, but because of numerous fibers, or if
used with embedded conductive materials, ESD sparks may be individually small
Quutz and glass It is recognized that solar cell cover slides, optical surfaces, and second-surface misrors

surfaces have no substitutes that are ESD acceptable. Their use must be analyzed and ESD tests
performed 10 determine their effect on neighboring clectronics

*(1) Vacuom-metalized diclectric materials in the forte of sheets, strips, or tiles. The metal-on-substrate
combinations include alaminum, gold, sitver, and Inconel on Kapton, Teflon, Mylar, and fused silica.

*(2) Thin, conductive fromt-surface cosiings, especially indium tin oxide on fused silica, Kapton, Teflon, or

*(3) Conductive paints, fog (thin paint coatings), carbon-filled Teflon, or carbon-filled polyesier on Kapon
(shielded black Kapton)

"(4) Conductive adhesives

*(5) Exposed conductive face shect mascrials (o -aphite/ecpoxy or metal)

*(6) Exched metal grids or bonded (or heat - mbedded) metal meshes on nonconductive plastic film tapes

"Because of the variety in the configuration and properties of thesc maicrials, there is a corresponding
variety in the applicable grounding technigues and specific concemns that must be addressed to insure reliable in-flight
performance.

“The foilowing practices have been found useful:

"(1) Conductive adhesives should be used 10 bond fused silica, Kapton, and Teflon sccond-surface mirrors to
conductive substrates that are grounded o structure. If the substrate is not conductive, metal foil or wire ground
links should be laminatcd in the adhesive and bolted to structure. Only optical solar reflectors (OSRs) with
conductive (Inconel) back surfaces should be used.

*(2) When conductive adhesives are used, the long-term stability of the materials system must be verificd,
particularly conductivity in vacuum aficr thermal cycling, compatibility of the matcrials (cspecially for epoxy
adhesive) in differential thermal expansion, and longicrm resistance (o galvanic corrosion.

"(3) Metalized Teflon is particularly susceptible 10 electrostatic discharge degradation, even when grounded.
Avoid using it. If there is no substitute for a specific application, the cffects of electromagnetic interfereace (EMI),
contamination, and optical and mechanical degradation must be evaluated.




"(4) Paints should be applied to grounded, conductive substrates. If this is not possible, their coverage
should be exiended 10 overlap grounded conductors.

"(5) Ground tabs must be provided for free-standing (not bonded down) dielectric films with conductive
surfaces.

"(6) Meshes that are simply streiched over diclectric surfaces are not effective; they must be bonded or heat
sealed in 2 manner that will not degrade or contaminate the surface.

"(7) There are several techniques for grounding thin, conductive front-surface coatings such as indium tin
oxide, but the methods are costly and have questionable reliability. The methods include welding of ground wires to
front-surface metal welding contacts, front-surface bonding of coiled ground wires (to allow for differential thermal
expansion) by using a conductive adhcsive, and chamfering the edges of OSRs before ITO coating to permit contact
between the coating and the conductive adhcsive used 10 bond the OSR (0 its substrate.

"Grounding techniques for OSRs include chamfering edges and bonding or welding of ground wires.
Bonding down solar cell covers with conductive adhesive is not applicable. For multilayer insulation (MLI),
exiending the aluminum foil tab to the front surface is suitable.

"If the spacecraft surface cannot be made 100 percent conductive, an analysis must be performed to show
that the design is acceptable from an ESD standpoint. Note that not all dielectric materials have the same charging
or ESD characteristics. The choice of diclectric materials can significantly affect surface voltage profiles. For
cxampie, i has been shown (Bever and Staskus, 1981) that cesium-doped microsheet charges to much lower
potentials under electron irmadiation than fuscd silica, and it therefore may be prefemred as a solar amray cover slide
malerial,

"An adequate analysis preceding the selection of materials must include spacecrafi analysis 10 determine
surface poteatials and voltage gradicnts, spark discharge parameters (amplitude, duration, frequency content), and EMI
coupling. The cost and weight involved in providing adequate protection (by shiclding and clectrical redesign) could
tilt the balance of the trade-off 10 favor the sclection of the ncwer, scemingly less reliable (optically) charge control
mummmm-mmmuwmmd

“The ‘proven’ muﬂshvclhatmm.mmmy variability, and fabrication efiects. In
addition, uncertaintics relating 10 spacccraft charging effects must be given adequate consideration. Flight data have
shown apparent optical degradation of standard, stabic thermal control maserials (¢.g., optical solar reflectors and
Teflon second-surface mirrors) that is far in excess of ground test predictions, part of which could be the result of
charge-enhanced attraction of charged contaminants. In addition, certain spacecraft anomalies and failures may have
been reduced or avoided by using charge control magerials.

“Ironically, after an exicnsive cffort 10 have neardy all of the spacecraft surface conductive, the remaining
small patches of diclectric may charge 10 a greater differential potential than a larger area of diclectric would. On the
shadowed side of a spacecraft, a small scction of dielectric may be charged rapidly while the bulk of the spacecraft
remains near zero potential because of photoemission from sunlit areas.

"A spacecraft with larger portions of diclectric may have retarding electric fields because the dielectric
diminishes the effects of the photocmission process. As a result, the spacecraft structure potcntial may go more
negative and thus reduce the diffcrential voliage between the dielectric and the spacecraft.

“The lesson to be leamcd is that all dielectrics must be examined for their differentizl charging. Each
diclectric region must be assessed for its breakdown voltage, its ability 10 store energy, and the effcts it can have on
neighboring electronics (disruption or damage) and surfaces (crosion or contamination).

" "Other means w0 reduce surface charging exist but are not well developed and are not in common usage.
One suggestion for metallic surfaces is an oxide coating with a high secondary electron yield. This concept, in a
NASCAP computer program simulation, roduced the absolwic charging of a spacecraft dramatically and reduced
differential charging of shaded Kapton slightly. Any selected materials should be carefilly analyzed o insure that
they do not create problems of their own and that they work as intended over their service lives.”

6.2.1.3. Grounding

Since ungrounded conductors when they discharge produce large current and voltage transients, all
conducting elements, surface and interior, should be tied 10 a common electrical ground, either directly or through a
resistor. The following detailed instructions on grounding are from the spacecraft charging handbook of Purvis,
et al. (1984).



“All structural and mechanical parts, clectronics boxes, enclosures, eic., of the spacecraft shovid be
clectrically bonded 10 each other. All principal structural clements should be bonded by methods that assure a direct-
current (dc) resistance of Iess than 2.5 mQ at each joint. The collection of electrically bonded structural elements is
referred 10 as “structure” or structure ground. The objective is 10 provide a low-impedance path for any ESD-caused
currents that may occur and to provide an excellent ground for all other parts of the spaccecraft needing grounding. If
structure ground must be carried across an articulating joint or hinge, a ground strap, as short as possible, should
carry the ground across the joint. Relying on bearings to serve as a ground path is risky. Structural ground should
be carried across using slip rings dedicated to the structural ground path, some at each end of the slip ring set. The
bond to structure should be achieved within 15 cm of the slip ring on each end of the rotating joint. Slip rings
chosen for grounding should be away from any slip rings carrying sensitive signals.

" All spacecraft surface (visible, exterior) materials should be conductive in an ESD sense (section 3.1.2 of
Purvis, et al., 1984). All such surface materials should be electrically bonded (grounded) 1o the spacecraft structure.
Because they are intended w» drain space charging currents only, the bonding requirements are less severe than those
for structral bonding. The dc impedance (o structure should be compatible with the surface resistivity requirements:
that is, less than about 109 2 from a surface 10 structure. The dc impedance must remain less than 10% Q over the
service life of the bond in vacuum, under temperature, under mechanical stress, etc.

“All wiring and cabling exiting the shiclded Faraday cage’ portion of the spacecraft (section 3.1.3 of Purvis
ct al., 1984) shouid be shicided. Those cable shiclds and any other cable shields used for ESD purposes should be
bonded 10 the Faraday cage at the entry 10 the shielded region as follows:

*(1) The shicld should be terminated 360° around a metal shiclded back shell, which is in tum terminated 10
the chassis 360° around the cabling.

*(2) The shicld ground should not be terminated by using a pin that penetrates the Faraday cage and receives
its ground inside the shiclded region.

") A mechanism should be devised that automatically bonds the shicld 1 the enclosure/structure ground
at the connector location, or 2 ground lug that uses less than 15 cm of ground wire should be provided for the shicld
and procedures that verify that the shield is grounded at each connector mating should be established.

“The other er.d of the cable shicld should be terminated in the same manner. The goal is 10 maintain
shielding integrity even when some electronics units must be located outside the basic shiclded region of the
spacecraft.

"Signal and power grounds require special attention in the way they are connected to the spacecraft structure
ground. For ESD purposes a direct wiring of all electrical/electronics units (o structure is most desirable. In
particular, one should no have separate ground wires from unit to unit or from each unit o0 a single point on the
structure.

"If the electronic circuitry cannot be isolated from power ground, signal ground may be referenced to
structure with a large (>10 k(Q) resistor. Once again, box-t0-box signals must be isolated 10 prevent ground loops.
This approach must be analyzed to assure that it is acceptable from an ESD standpoint.

“In some cases it is necessary to run signal and power ground lines in hamesses with other space vehicle
wiring. This should be avoided where possible and limited where considered necessary. Excessively long runs of
signal ground lines should be eliminated.”

6.2.1.4. Cable Harress and Routing

Cables form the most common coupling path from the discharge site tc the victim circuit. Care should be
taken in the layout and bundling of cables not to provide easy coupling from the exterior to sensitive circuits.
Filtering and careful documentation of the actual layout of cables will both help prevent anomalies and aid in the
analysis of any anomalies experienced in space.

6.2.1.5. Faraday Cage Shielding

The key to providing immunity to surface discharges is the concept of a Faraday cage. Discharges, fields,

potentials, etc. outside the cage do not affect anything inside the cage. In practice, penetrations and non-ideal

materials compromise the behavior of an ideal Faraday cage, but the concept is still very useful. The spacecraft
structure, electronic component enclosures, and electrical cable shields should be used to provide an electrically



continuous shickded surface around all clectronics and wiring. The primary spacecraft structure should be designed as
an clectromagnetic-interference-tight shickding enclosure — a Faraday cage. This (1) prevents entry of space piasma
into the spacecraft interior, (2) shiclds the interior electronics from any radiated noisc from discharges on the exterior
of the spacecraft. Generally shielding should provide 40 dB of aticnuation or more for radiated electromagnetic fields
associated with surface discharges. A 1-mm thickness of aluminum or magnesium will do this if it is as free from
holes and penctrations as possible. The effect of penctrations 1o the shicld can be minimized by feedthroughs,
meshes, and baffles where penetrations are necessary.

Although the metalization on multilayer insulation is insufficient to provide adcquate shielding, properly
grounded thermal blankets can be used w0 increase the shiclding cffectiveness of the spacecraft. Aluminum
honeycomb structures and aluminum face sheets provide significant attenuation.

Some equipment must be placed outside the main body of the spacecraft, €.g., science instruments mounted
on booms. The cables exterior to the Faraday cage should be shielded to extend the Faraday cage to those electronic
enclosures exterior to the main body. Cable shiclds have been fabricated from aluminum or copper foil, sheet, or
tape. Shiclds should be terminated when they enter the spacecraft structure from the outside and carefully grounded at
the entry point. Braid shields on wires should te soldered to any overall shield wrap and grounded at the entrances 0
the spacecraft. Conveniional shield grounding through a connector pin 10 a spacecraft interior location should not be
used because this provides a convenient antenra. The unwanted pulse can be used 10 broadcast its signal within the
Faraday cage.

Care exercised with the shielding and cabling in the design of the spacecraft greatly increases the immunity
o surface and internal discharges.

6.2.2. Mitigation Techmniques

Current limiting, fikkering, and error detection and correction techniques can be used to mitigate the effects
of both internal and surface discharges.

6.2.2.1. Curreat Limiting

No matter how careful one is in the design of a sysiem, it may be that pulscs will appear on the inputs t0
clectronic boxes. The military has an exicnsive experience base from hardening electronics to EMP and SGEMP.
The current limiting technique developed for these threats is also effective for both intemnal and surface discharges.

6.2.2.2, Filtering

Electrical filtering is a well known method of protecting circuits from discharge-induced upsets. The usual
criterion suggested for filiering is to eliminate noise below a specific time duration (i.c., above a specific frequency).
On the Communications Technology Satellite (CTS), in-line transmitters and receivers were used that effectively
eliminated noise pulses of less than S-ps duration. Other filtering concepts include diodes which clamp the peak
voltage below a preset value.

6.2.2.3. Error Detection/Correction

Providing error detection and correction software in the system is another way of designing in immunity.
This techaique is discussed in a little more detail under the topic of fault tolerance in the SEU section.

6.2.2.4. Plasma Comtactors contributed by Tod Williamson -- Hughes Research Labs

A number of experiments have demonstrated convincingly that emitting a low-density plasma from an on-
board plasma source, i.c., a "plasma contactor,” can offer protection of geosynchronous-Earth-orbit (GEO) spacecraft
against both differential charging of exterior diclectrics and net charging of the spacecraft frame (Olsen, 1985, Cohen
and Lai, 1982, and Purvis and Bartlett, 1980). (The term plasma contactor was first coined by Mario Gross: of the
Harvard Smithsonian Institution.) This "active” approach to electrostatic-discharge (ESD) prevention offers the
important advantage of freeing the spacecraft designer from difficult thermal/ESD trade-offs. In the case of scientific
spacecraft, having a plasma contactor on board permits operation at local space-plasm= rotential, revealing charged-



particle populations 10 on-board spectromesers that otherwise would be hidden by even small amounts of vehicle
frame charging. Plasma contaciors ase also used 10 serve two other applications: (1) lowering the clectrical
impedance of electrodynamic tethers by making “contact™ with the space plasma (Patterson and Wilbur, 1987, Katz
and Parks, 1985) and (2) clamping the poieniial of spacecraft that emit charged-particle beams close to space-plasma
potential (Burch, 1986).

6.2.24.1. Requirements for ESD Prevention

For ESD prevention, a plasma contactor must be capabie of producing a sufficiently dense plasma in the
near vicinity of the spacecraft that the diffusion-limited flux of contactor-produced ions to a charged spacecraft surface
exceeds the space-plasma clectron flux {(assuming negative charging). For small spacecraft, this requirement can be
met with a simple hoilow-cathode/keeper type of contactor, as was successfully demonstrated on ATS-6 (Olsen,
1985). Figure 6-2 shows the ATS-6 spacecraft and the effect of a neutralizer during a charging event. Notice that
the equilibrium potential is near zero only during the charging event, and that both before and after the neutralizer
was on, the spacecraft was charging. Larger spacecraft (with more than z few square meters of surface exposed to the
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Figure 6-2. Neutralizer Discharge During Eclipse

~3-microamp-per-square meter space-plasma electron flux) require larger ion currents than can be provided by the
hollow-cathode/keeper devices. To provide this additional ion-current capability, modem plasma contactors cmploy
small Penning-type discharge chambers to increase the fractional ionization of the weakly ionized plasma from a
hollow-cathode/keeper device. The operation of plasma contactors of this enhunced type is described in the next
section,



6.2.2.4.2. Plasma Contactor Operation

The technology of plasma contactors is derived from an ion propulsion space flight and ground-life test
heritage. A plasma contactor system is shown schematically in Figure 6-3; it consists of a plasma source, a gas-feed
system, and a power-processor/controiler. The plasma source coniains two distinct discharge regions: one between
the cathode and keeper electrode, and one between the cathode and anode. A magnetic ficld is imposed between the
cathode and anode, to maximize the number of collisions electrons experience before they reach the anode. The
magnetic field strength is adjusted so that the impedance that it presents to electron flow results in an electron energy
(about 25 eV) that is favorable for ionizing collisions. The magnetic-field geometry is designed to produce a large
fraction of these ionizing collisions in the vicinity of the exit orifice, so that recombination losses on the discharge-
chamber walls are minimized.

o

1 ¥ ~—p| ASMA SOURCE

XENON
I l GAS
| l | SUPPLY
SYSTEM
POWER PROCESSOR/
CONTROLLER
& & | __ | sPACECRAFT
INTERFACE
COMMANDS
dc POWER TELEMETRY

Figure 6-3. Plasma Contactor

Plasma densities of the order of 10!7 m~3 are characteristically produced in Penning-discharge plasma
sources. Since this plasma has a potential close to anode potential, ions leave the discharge plasma under the
impetus of the anode-0-space-plasma potential difference. The electrons that leave the source are those from the
high-cnergy tail of the Maxwell-Bolizmana distribution in the discharge that are cnergetically able to overcome the
electrostatic barrier that is presented by the same potential difference. The greater electron mobility and larger
temperature (a few eV vs. 0.1 eV for the ions) overcome this disadvantage.



The particular plasma source that is illustrated below, in Figure 6-4, was designed speci for ESD
avoidance on GEO spacecraft. It operaics on a flow of 0.5 standard cm3 per minute (about 2.2 x 1017 atoms/s) of
xenon gas and requires a total power of less than 10 W. For applications in which I Jer ion currents are needcd -
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Figure 6-4. SPACECLAMP

for example, experiments in which charged-particle beams are ejected from the spacecraft (Raitt et al., 1982,
Obayashi, 1984) -- lasger plasma comtactors are available by straightforward modification of existing ion-thruster
designs. A 25-cm (anode diamcter) ring-cusp plasma contactor that is capable of producing 4 A of ion curreat is
shown below in Figure 6-5. This plasma contactor design is based on an advanced xenon ion-propulsion system
(XIPS) which is being developed for station-keeping application on large communications satellites.
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Figure 6-5. 25-cm Plasma Contactor
6.2.2.4.3. Current Bias Relations

The ion current that is produced by a plasma contactor depends upon the potential difference between the
plasma source and the external plasma: it typically reaches a maximum when the source is a few volts above space
plasma potential. Figure 6-6 below shows a current-voltage characteristic of the SPACECLAMP contactor. The
measured floating potential is about 14 V. For ESD prevention, this small potential offset would be unimportant;
on scientific spacecraft a bias power supply would be needed 10 establish a zero floating potential.
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Figure 6-6. SPACECLAMP Turrent

An interesting feature of the relationship measured between the current and the bias is that positive currents
above 2 mA are shown, while the SPACECLAMP contactor has 2 maximum ion production of 1 mA. The
additionsl current coasists of electron collection from the background plasma. The electron-collection capability,
which illustraics the bidirectional nature of the plasma-contacting process, is beneficial on spacecraft that actively
emit negative charge.

For ESD prevention, a plasma contactor could be operated continuously, or it could be activated only when
a threatening enviroament is detected. The former option is obviously the simplest, but it carries a penalty in that
the gas tankage and plasma-source lifetime must be adequaie for the entire duration of the spacecraft service life.
While plasma sources similar to those discussed here have demonstrated lifetimes in excess of 15,000 hr, the longer
plasma-source lifetimes that would be requircd by many contemporary spacecraft have not been demonstrated. The
alternative approach, of using instrumentation to detect a threatening environment or the onset of spacecraft charging
and automatically activating the plasma contactor only when needed, is attractive because of its gas-, power-, and
lifetime-sparing qualities. Available plasma contactors are described in the appendix.

6.2.3. Methods of Circumvention

Sometimes, in spite of the best intentions, a space sysicm is flown that has wcaknesses, and is subject to
anomalies. In those cases, circumvention techniques can be developed to avoid real problems and ¢ enable the
system to provide the service it was designed to provide. Circumvention techniques include redundancy, monitoring,
and operational changes to avoid, modify, or respond o the impact of an anomaly.

Many systems provide some level of redundancy in the hardware so that when one side of the system fails
or is upset, it can be wwmed off and a duplicate sysiem tumed on. This is an exccllent way o0 circumvent anomalies
when the rate of failure or upset is not too high. Operator or automatic action to switch from one redundant unit to
another is sometimes the best way to maintain a space system's capability.

Other times operator iniervention invoives a detailed undersianding of the nature of the anomaly 10 perform
the proper corrective action. Examples of this might be reloading a memory or resciling a switch 1o restore
operation.



Some transients are never noticed. For example a star sensor which takes a number of readings on a star's
location and averages them before acting on the result might not be bothered by one extremely wrong data point due
10 a transient. Designs which opcrate on average conditions or require redundant data from the environment are less
susceptible 10 upsets then ones which operate on single pieces of information.

Real-time predictions of the environment can benefit corrective operator action by predicting periods of
increased activity and hence need for alertness. Onboard monitoring of the environment can go even further in
alening operators to the likelihood of upsets or anomalies.

6.2.4. Quality Control

Proper handling, assembly, inspection, and test procedures should be instituted to insure the electrical
continuity of the space vehicle grounding system. The continuity of the space vehicle clectrical grounding system is
of great importance to the overall design susceptibility to spacecraft charging effects. In addition it will strongly
affect the integrity of the space vehicle electromagnetic capability (EMC) design. Proper handling and assembly
procedures must be followed during fabrication of the clectrical grounding system. All ground ties should be
carefully inspected and dc resistance levels should be tested during fabrication and again before delivery of the space
vehicle. A final check of the ground sysiem continuity during preparation for space vehicle launch is desirable.

In addition to0 insuring that the spacecrafl is assembled the way it was designed, careful documentation of
how it was bailt will help in the analysis and correction of any anomalics. This is especially true with cable layout,
surface conductors, grounding, and other system aspects. Some manufacturers even recommend documenting by
filming the sysiem in various stages of completion. In the repair of the Solar Max mission undocumented thermal
blanket spacers prevented the Solar Max mission capture device from working as planned (privaie communication,
N. John Sievens, 1986).

6.2.5. Ceost-Effectiveness

The effects of designing in immunity for surface charging/discharging are:

1. Reduced operational costs

2. Reduced outages

3. Simplification of data analysis and hence reduced cost for data analysis or more data analyzed.

The effectiveness of the hardness approach implemented is highlighted for military space systems in the
ODAP reports; for NASA and commercial systems, incentive fees for performance or successful completion of a
mission highlight immune dcsigns.

6.2.6. Subsystem Guidelines

In addition 1o the general guidclincs given above, Purvis, et al. (1984) provide some specific advice for
subsystems in providing immunity to surface charging. These are given below.

6.2.6.1. Solar Pamel Grounding

"Solar array pancls and substrates should be electrically grounded 10 the structure. Solar array panels and
conductive sections of substratcs and honeycomb should be grounded to each other with grounding jumpers and the
entire network grounded 10 the space vehicle structure with Iess than 2.5-mQ dc resistance per joint. Deployable
pancls on three-axis-stabilized vehicles can be grounded to the structure through ship rings where necessary. A
ground wire can be used to bond together cach lateral strip or row of solar cells.

6.2.6.2. Solar Panel Fabrication

"Solar array pancls should usc matcrials and fabrication techniques to minimize electrostatic discharge
effects. Solar panel back surfaces, edges, and honeycomb should be grounded conductors. Conductive black paint is
suitable for the rear surface of the solar panel. Solar panel edges can be wrapped with grounded conductive tape. The
front surface of the solar array consists of nonconductive cover slides and gaps somctimes potted with nonconductive
adhcsive for electrical design reasons. The potting thickness should be the minimum required. The front surfaces of



cover slides may be coated with a conductive, transparent coating of grounded indium tin oxide if required. Such
coatings typically reduce transmissions by 5 to 10 percent and are gencrally used when absolute charging must be
controlled.

6.2.6.3. Power System Electrical Design

"Power system electrical design should incorporate features 10 protect against transients due to electrical
discharge. Spark discharges from solar arrays should be anticipated, and the electrical design of the power system
just provide adequate protection. The following design practices will help in reducing the effects of such spark
discharges.

"(1) Clamp solar array wiring, preferably at the entry to the spacecraft Faraday cage, but definitely before it
enters the power supply.

"(2) If solar array wiring is not clamped at the entry point to the Faraday cage, shield the wiring from that
point to the power supply.

*(3) Use solar array diodes with forward current ratings that anticipate expected ESD transient currents.

"(4) Perform analysis and testing to verify the power system electrical design for survivability or immunity
%0 spacecraft charging effects.

6.2.6.4. Mechanical and Structural

*In addition 10 t «¢ general guidelines, the following specific guideline applies: Conductive honcycomb and
face sheets should be elr ctrically grounded 10 the structure.

*Aluminum huacycomb substructures require special consideration for clectrical grounding. Techniques for

*Care should be taken 10 establish ground tics at several locations on the honeycomb structure and 10
maintain ground continuity through all honcycomb parts and face shects. For example, a recommended method of
(making contact with several of the cell walls). The wires should be installed at maximum intervals of 30 cm across
the structure. Electrical inspection of grounding inerfaces for honeycomb structures applies.

6.2.6.5. Thermal Blankets

*All metalized surfaces in multilayer insulation (MLI) blankets should be electrically grovnded to the
structure. The metalized multilayer surfaces should be electrically grounded to each other by groun tabs at the
blz:iket edges. Each tab should be made from a 2.5-cm-wide strip of 0.005-cm-thick aluminum foil. The strip
should be accordion folded and interleaved between the blanket layers to give a 2.5- by 2.5-cm contact area with all
metalized surfaces and the blanket front and back surfaces. Nonconductive spacer or mesh material must be removed
from the vicinity of the interieaved tab. The assembly should be held in place with a metallic nut and bolt that
penctrases all bianket layers and captures 2.0-cm-diameter metallic washers positioned on the blanket front and back
surfaces and centered in the 2.5- by 2.5-cm tab area. The washers may have different diameters, with the inner
surface of the smaller washer recessed to insure maximum peripheral contact area between the interleaved foil strip
and each metalized blanket surface. The tab should be grounded to structure by a proven technique such as a wire that
is as short as possible (15 cm maximum) or conductive Velcro.

"The following practices should be observed during blanket design, fabrication, handling, insiallation, and

(1) Verify layer-to-layer blanket grounding during fabrication.

*(2) Afier insiallation, verify less than 10-Q dc resistance between blanket and structure,

*(3) Close blanket edges (cover, fold in, or tape) to prevent direct irradiation of inner layers.

*(4) Do not use crinkled, wrinkled, or creased metalized film material.

"(5) Handle blankets carefully w avoid creasing of the film or possible degradation of the ground tabs.

*/6) If the blanket exicrior is conductive (paint, indium tin oxide, 'fog)), make sure that it contacts the
ground tab.



6.2.6.6. Thermal! Control Louvers

"Ground the blades of thermal control louvers. A fine wire with minimal torque behavior or a fine slip
brush can do the job with acceptable torque constraints.

6.2.27. Antenna Grounding

"Antenna elements should be electrically grounded to the structure. Implementation of antenna grounding
will require careful consideration in the initiai design phase. All metal surfaces, booms, covers, and feeds should be
grounded 1o the structure by wires and metallic screws (dc short design). All waveguide elements should be
electrically bonded together with spot-welded conneciors and grounded to the spacecraft structure. These elements
must be grounded to the Faraday cage at their enry points. Conductive epoxy can be used where necessary, but dc
resistance of about 1 Q must be verified by measurements.

6.2.6.8. Antemma Apertures

"Spacecraft RF antenna aperture covers should be ESD conductive and grounded. Charging and arcing of
dielectric antenna dish surfaces and radomes can be prevented by covering them with grounded ESD-conductive
material. Anienna performance should be verified with the ESD covering installed.

6.2.6.9. Antemna Reflector Surfaces

“Grounded, conductive spacecraft charge control materials should be used on antenna reflector rear susfaces.
Appropriate surface covering iechniques must be selected. Applicable methods include conductive meshes bonded 10
diclectric materials, silica cloth, conductive paints, or non-conductive (but charge bleeding) paints overlapping
grounded conductors.

6.2.6.10. Transmitiers and Receivers

"Spacecraft transmitters and receivers (command line and data line) should be immune 10 transients produced
by elecrrostatic discharge. Transmitter and receiver clectrical design must be compatible with the results of spacecrafi
charging effects. The EMI environment produced by spacecraft electrostatic discharge should be addressed early in the
design phase to permit effective electrical design for immunity 10 this environment. The transmitter, receiver, and
antenna sysiem should be tested for immunity to ESDs near the antenna feed. The repetition rate should be selected
10 be consistent with estimated arc rates of nearby materials.

6.2.6.11. Attitude Control

"Attitude control electronics packages should be insensitive to ESD transients. See Table IV [Purvis et al.
(1984), p. 16]. Attitude control systems ofien require sensors that are reinote from electronics packages for Faraday
shielding. This presents the risk that ESD trarsients will be picked up and conducted into electronics. Particular
care musi be taken to insure immunity to ESD upset in such cases.

6.2.6.12. Deployed Packages

"Deployed packages should be grounded by using a flat ground strap extending the length of the boom o
the vehicle structure. Several spacecraft designs incarporate dielectric booms to deploy payloads. The payload
electrical system may still require a common ground reference, or the experiment may require a link to some electric
potential reference. In these cases it is recommended that a flat ground strap be used to carry this ground tie to the
vehicle structure. Electrical wiring extending from the deployed payload 1o the spacecraft interior must be carried
inside or along the dielectric booms. This wiring should be shiclded and the shield grounded at the package end and
at the Faraday cage entrance.



6.2.6.13. Ungrounded Matcerials

“Specific items that cannot be grounded because of sysicm requirements should undergo analysis (o assure
specified performance in the spacecraft charging environment. Certain space vehicles may contain specific items or
materials that must not be grounded. For example, a particular experiment may have a metallic grid or conducting
plate that must be left ungrounded. If small, these items may present no unusual spacecraft charging problems;
however, this should be verificd through analysis.

6.2.6.14. Deliberate Surface Potentials

*If a surface on the spacecraft must be charged (detectors on a science instrument, for example), it should be
recessed or shickded so that the perturbance in surface electrostatic potentials is less than 10 V. Scientific
instruments with the need for exposed surface voltages for measurement purposes, such as Faraday cups, require
special attention to insure that the electrostatic fields they create will not disrupt adjacent surface charging or cause
discharges by their operation. They can be recessed so their ficiGs at the spacecraft surface are minimal or shielded
with grounded grids. An analysis may be necessary to insure that their presence is tolerable from a spacecraft
charging standpoint.”

6.2.7. Summary -- Surface Charging

A specific implementation of a surface charging might include the following:

1. Pesform a spacecraft charging analysis 10 desermine surface potentials, and notify designers of possible
arcs and their characteristics. Based on their thermaal and electrical propertics s2lect materials which meet thermal
requirements, but have as high an clectrical conductivity as possible. Utiliz: grounded conductive coatings wherever
possible. Grownd conductive coating on optics. Cover any radomes with ESD-conductive (resistivity <1010 ohm-
cm) and ground coating. Test all non-standard materials for discharge characteristics.

2. Review bonding techniques and sest (0 desermine their current carmying capabilitics. Establish grounding
requirements (0 insure a maximum poiential difference between any two points of the spacecraft of less than ten
volts. (Establish a maximum resistance between any two points on the spacecraft ground plane of less than 10
milliohms.) Use Faraday cage construction for all basic spacecraft design and all clectronic boxes. Bond all
metallic and conductive stroctures together -- atlow no conductors on the surface. Allow no surface
dielectric (resistivity > 1014 ohm-cm) with areas (0.5 cm?) which when discharged are great cnough to cause the
system a problem. All cables should be shielded and electrically tied to structural ground. All electronic boxes have
low impedance (<2.5 mQ) to structure. Thermal blankets are bonded 1o structure with aluminum bound straps.
Thermally isolated structures must have at least two bond straps.

Typical Bond Strap Requirements:

Bond Arca Number of Groundstraps

<25 cm? None

25 cm? 10 100 cm?2 One-if a signal cable passes within 3 inches of the thermal
blanket; none otherwise.

100 cm2 1o 900 cm? 2

900 cm? to 8000 cm? 3

8000 10 16000 cm? 4

Each additional 8000 cm? 1 additional groundstrap

3. Use special filtering of exposed circuits at the entry point into spacecrafl. Provide a conductive path 10
structure for all circuitry. Isolate primary and secondary windings of transformers. Ground radiation spot shields.
Avoid Teflon as an interior or extcrior dielectric.  Use low pass filtcrs on interface circuits. Use as low a speed
logic as possible. Provide a blecd path for tracc arcas > 3.2 cm? on circuit boards. Provide a bleed path for isolated
wires > 25 :m long. Use SEMCAP 10 estimate coupling of discharge to cables. EMI filters should be modified

when circuit 2nalysis indicates a problem. Where possible use a high voltage logic interface between boxes 10
increase noise level required o couple into box.
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By atiending 10 the surface design (1), the electrical grounding (2), and the circuit sensitivity (3) in a
sysiems approach, surface charging/discharging problems can be minimized if not avoided.

6.3. Immunity to Internal Discharges

The simplest way 0 design for immunity o internal discharges (ID) is to either prevent the charging from
taking place or dissipate any charge buildup in a manner which does not produce any upsets to circuitry.

6.3.1. Design Assessment

Assessing a system's susceptibility to internal discharges proceeds along a line parallel to the assessment
just described for surface charging. First, the environment is evaluated to determine the current of penetrating
charged particles. Chapter 3 describes some of the environments of concem to internal charging. This information
is coupled with the material properties and configuration o determine the likelihood of discharges. Then the
characteristics of the discharge are estimated and the pulse is coupled to the victim circuit. The results of the
coupling are then compared 10 the sensitivity of the victim to determine the exient of the problem.

The principal environment of concem for internal discharge assessment is the penctrating charged particle
environment. This usually means high energy electrons. In chapter 4 it was pointed out that internal discharges
occur above a certain current level 10 the volume under consideration. This is because the charging rate is usually
balanced by a leakage rate of some sort no matter how small. Charged particle transport codes typically can estimate
the total chasge transported 1 a volume, and this number together with the capacitance of the volume indicases the
likelibood of a discherge. When the electric field exceeds 10* 10 105 volticm discharges are likely w0 occur. As
before the geometry of the charge distributions plays a ceatral role. This is especially true for floating metal picces.

Since internal discharges occur near their most likely victim circuits, the casicst and most conservative
cstimate of coupling is 10 consider direct injection of the charge availabie into the sensitive circuit. Of course, this
will not occur every time there is a discharge, but this is the most likely way in which an anomaly would be
introduced by internal discharging. Internal discharges tead 10 be very short (on the order of one nanosecond or less),
and except for floating metal, less than one volt into a fifty ohm impedance circuit. Floating metal configurations
have produced voltage of up ic onc hundred volts in isbosatory tests.

The sensitivity of the victim circuit is crucial 10 understanding the reaction of a subsystem to internal
discharges. With many of the circuits investigated 30 far it requires voltages on the order of hundreds of millivolts
for even the most seasitive circuit 10 respond. Typically the transient must produce voltages on the order of the
circuit's operating voltage for tens of nanoseconds 10 produce 2n anomaly. However the natural impedances and
capacitances in the circuit tend to stresch internal discharges 10 the point where they can influence circuitry especially
when large discharges occur.

Careful material sclection can climinate many internal charging problems. Somewhat leaky materials may
provide very adequate electrical isolation in an electronics sense, but still provide good leakage for the charge that
might build up due to the small high energy current which causes internal charging.

The first rule is 1o make sure there are no floating conductors anywhere in the spacecraft. Any loose
metalization should be screened out of the design and fabrication process. Checkpoints should be established and
closely monitored for such ungrounded metal.

All cables should be shielded or grounded and/or current limiting devices employed in the circuitry. Be
carcful that ungrounded wires are not lefi in a cable bundle. Sometimes extra wires were placed in a bundle with the
idea that they would eventually be used, and not removed when they were not needed in the final design. The easiest
check on this type of oversight is at the connector. Every pin should be used or grounded. Sometimes each lead is
supplied with several inches of lead wire so the total amount of ungrounded wire could be significant for even a
single ungrounded pin.

Al circuit boards should be fabricated in such a way as o be free of loose metalization and/or ungrounded
pins or connectors. Inspections for same shouid be made a routine fabrication requirement.

Assigning t0 QC the task of monitoring the design rules decided on by the system 10 eliminate intemnal
discharges is an effective way of assuring poject management that every step decided on is actually taken. QC deals
with the "as built" status of the system, so any misapplied or forgoticn steps are more obvious. Careful instructions
to QC will eliminate oversights and mistakes that sometimes result in an ID sensitive system.




6.3.2. Mitigation Techriques

Although intemal discharges tend to be much smaller than surface charges, unfortunately they occur inside
the Faraday cage, and therefore are not affected by the Faraday cage. However, intemal discharges tend 10 be very
short, and therefore filiering techniques which discriminate against short pulse can be very effective. When the pulse
is "streiched™ by the coupling mechanism, its energy content tends to be small, reducing the likclihood of scrious
problems. Circuits designed to respond only 10 well controlled inputs also discriminate against internal discharges as
well as random noise.

Another approach to mitigating the effects of ID type anomalies is to design into each system/subsystem a
method of detecting any such upsets and an automatic means of self-correction. Parity checking, fixed program
checks ( programs that calculate a known answer using a known algorithm), and checks against a golden memory
have been used as error detectors. This technique would undoubiedly lead to increased cost and complexity But if
implemented at the beginning of a program the cost impact would be very small. Retrofitting such a technique
might be expensive. This points up the importance of designing for immunity from the beginning. In the
appropriate circumstance, error detection and correction methods can be very cffective. Fault olerant procedures are
discussed under SEU immunity.

Onboard system monitoring for any irternal discharges which might occur could be an iniegral part of any
EDAC (clectronic data and control) program. However, monitoring alone will serve no useful purpose, unless it is
coupled with a procedure 1o mitigate the effects of intemal discharges on satcllite sysiems. Monitoring internal
discharges (perhaps detecting noise pulses, changes in status, or cven charge buildup inside iest samples) only
provides indications of the rate of ID, and may not provide any indication of specific ID caused upsets, although there
shouid be a strong correlation when sampled over a sufficiently loag ime.  Monitoring can, however eliminate ID
as a suspecied cause when no correlation is found over a long period. It is probably casier 1o climinate imemal
discharges than %0 monitor them and react appropriately.

6.3.3. Methods of Circumvention

For satellite systems which have not been designed against ID type anomalics there are operational
procedures which can be implemented 10 "work around” these upsets and minimize their systems impact. The exact
details of such procedures would have to be tailored o fit each satellite’s capabilities and the user’s needs .

Circumventing any vpsets from intemal discharges by operational methods benefits from real-time
predictive information about the state of "space weather”. Onboard monitors are even more valuable in such cases
because they give on the spot infommation about the actual environment the spacecraft is experiencing. The exact
nature of these ground based responses will depend on an understanding of the nature of the anomaly and the space
systzm. Once sensitive subsystems have been identified, the appropriate response can be made.

It seems clear that the most cost-effective way 10 engineer immunity to internal discharges into any
spacecraft is 10 build the hardware so that charge buildup and subseguent internal discharges do not occur. By
specifying materials that do not build up large potentials, requiring all metal to be grounded, and thorough EMC
testing and design, the source of internal discharges can be eliminated. The filtcring and shiclding used for surface
discharge immunity generally contribute 10 internal discharge immunity as well but the main attack on this problem
has to be in climinating the source and reducing circuit seasitivity.

64. Immunity to SEU

Single evemt upsets were essentially unknown when electronics systems were made up of discrete
components. Modem clectronic systems however are full of small low-powered fast electronics which are sensitive
to single particles. The capability and desirability of using such parts from a system point of view make the
immunrity engineering approach less amenable to a systeins approach than either of the other two anomalics we are
discussing. For single event upsets, atiention centers on making the part itsclf immunc to SEUs or at least
lowering its SEU rate to an acceptable level.




6.4.1. Available Part Data

For single event upset immunity a program should start with an approved parts list. This list should limit
the number and types of parts available to the designers to accomplish the mission. If all of the parts on the
approved parts list are SEU free, there will be no SEU problem. Usually, unfortunately, the capability required to
perform the mission dictates that fast low powered parts be used. These parts tend to have non-zero SEU rates. So
it is very important to estimate early what the SEU rate for each part is and ask each system what SEU rate it can
tolerate. Since SEU testing of parts on the ground is a long and expensive process, a program should attempt to
take advantage of the work of othcr programs in this area. SEU testing is discussed in 6.5.3. Below are listed some
of th= sources of SEU data which exist:

6.4.1.1. JPL/NASA Ground Test Radiation Data Bank

This data bank is becoming computcrized and is accessible by phone (Martin et al., 1986).
6.4.1.2. IEEE Transactions on Nuclear Science

See especially the December issuc each year where the proceedings are reported of the Nuclear Science

6.4.13. Defense Nuclear Agency (DNA) Hardmess Assurance Advisory Committee
This group is a good source especially when you are dealing with military requirements.
6.4.1.4. DASIAC

DASIAC: DoD Nuclear Information and Analysis Center operated by Kaman Science Tempo Division,
816 Stase Swreet, P.O. Drawer QQ, Santa Barbara, California 93102, (805) 965-0551. The Electronics Radiation
Response Information Center (ERRIC) has radiation data oa many parts.

6.4.1.5. Various MIL Specs

Defense Electronics Supply Center (DESC) maintains a qualified parts list (QPL). The MIL specs relating
to how you should test are in MIL-S-750 for semiconductors and MIL-P-883B for ICs.

6.4.2 Programs for Developing SEU Hard Parts

Where it is not possible to select hardened parts, then parts selection should be made with hardenability in
mind. For example, experience has shown that certain parts can, through technology transfer, be adapted to meet
SEU requirements and still retain their desirable characieristics. However, it should be noted that this is a path
which is both expensive and risky.

In purchasing and stockpiling parts, always consider processing control and reliability. Manufacturers in an
effort to give better service to their custemers and to increase their efficiency continually “improve” their processes,
and may inadvertently degrade radiation hardness in the process. Therefore, it is not at all unreasonable t0 at least
monitor, and perhaps even control the process for the parts of interest to your program. One of the techniques for
hardening parts 10 SEUs has been the use of cross-coupled resistors in each RAM cell, as described in chapter 4.

6.4.3 Fault Tolerant Solutions

(From viewgraphs of George Gilley (Acrospace) and Michael Sievers (Fail-Safe Technology Corp) -
DNA/DARPA SEU Symposium, 20 April 1983.)

Fault tolerance is a method which will allow the system to continue 10 operate as specified, even if faults
occur. Fault tolerance requircs protective redundancy, and autonomous fault detcction, isolation and recovery.
Proteciive redundancy means that the system must be capable of switching between independent units which are
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protected from each other so that a fault in gne does not propagate (o the other, or inhibit transfer fo the other. A
fault tolerant system must have a way to discover the fault, isolate where in the systcm the fault occurred and recover
from the fault.

Intelligent operators have historically provided an incredible amount of fault tolerance in systcms which
they monitor and control. Recent efforts have been directed towards making the hardware itself, independent of the
operaior, fault tolerant Today most "fault toleramt™ systems are ones which are presumed 10 opcerate autonomously
without operator inlervention. Indeed with the advent of missions/sysiems/parts which can suffer irecoverable
damage in times shorier than the time required for data transmission to the operator, on-line autonomous fault
tolerance is needed.

Fault toierance is based on good fault avosdance practice. Known {ault susceptible parts or subsystems
should be avoided. Fault tolerance involves fault detection, fault diagnosis, and recovery. Fault detection can
involve operator action as weil as on-line autonomous detection. Recovery can be cither fully operational or in a
degraded mode.

On-linc fault detection includes self-checking circuits, and various error codes. Historically Hamming codes
have been used in data ransmission as error detection schemes. Many times error detection is coupled with ermor
correcting if the number of exvors is limited, and the code not only recognizes an ervor, but specifically what the
comrection is.

Diagnosis is invoked by the fault-desection scheme. It has the responsibility 10 isolate the software,
hardware, or combination of software and hardwase which has failed. Once isolated, the failed unit nceds 10 be
replaced. There s7¢ ma-v straicgics available in the recovery phase. Standby sparing, system reset, retry, reload,
masking, safe sastdown, safe reduced operation, or some combination of the previous modes are all possible options
available 10 the sysiem designer. Bt without a specific system and specific mission requirements, it is difficult if
not impossible 10 cast a generic solution.

Fault wicrante sometimes involves significant costs - in both hardware and software. The useful
throughput of the system is also reduced as additional program c.cecution is normally required in fault tolcrant
system.i.

There are a number of schemes of hardware redundancy which allow fault wicrance: dual redundant, dynamic
redundancy, reconfiguration (replacement of failed componcats with spaces), N-modular redundant sysicms, and ervor
correcting codes. Each scheme necds 10 be evaluated for its intended mission with regand to reliability, Lifetime, and
cost. A fauk tolerant system cannot be effectively designed in an ad hoc way, it must be carcfully thought through
80 that each item, spare, redundant module, eic. plays a useful role in protecting the sysicm from 2ll possible faukts.
Each year the IEEE holds an "Intcrnational Symposium on Fauk Tolerant Computing.” This confcrence is an
excellent resource for many aspects of fault toleramt design. In addition there are a number of texts on fault tolerance,
reliable system design, and related topics which provide a great deal of detail on the advantages and disadvantages of
various schemes.

6.4.4. Methods of Circumvention -- System Level

Following the main linc of immunity of SEU hard parts, there arc scveral methods which might possibly
help an SEU problem. Among these are watchdog timers, shiclding, error detcction and correction at the sysiem
level (various kinds of redundant sysicms, voting schemes, eic.), and operational work-arounds (memory loads,
restarting, exc.).

For a low cnough SEU rate, a timer which expects a signal from the computer or restasts the system will
prevent emors from stopping processing, although the data itsclf might be suspect. The timing intcrval is chosen so
that no more than one error is cxpecied during the timing intcrval.

Although shiclding to aticnuate the heavy ion or proton particle flux is not very effective for galactic
cosmic rays it can make a differcnce for lowcr encrgy heavy ions when they can make a significant contribution 10
the wotal SEU rate.

Alert operators will restant, or even reload memories after suspecicd SEUs 2.¢ experienced. For some
operating spacecraft, memory rcloads have become common practice 10 account for SEU sensitive designs.

Ulumately, the project or system designer eliminatcs SEUs using the most cost-cffective ways he can 0
ensure:

1. Reduction in outage times

2. Increased reliability




3. Enhanced probability of mission success
4. Increased system lifctime.

The system designer's options range from SEU immune parts to fancy crror detecting and correcting
circuits. The most cost-effective way of designing the system to be SEU immune will depend on etting priorities
for ensuring immunity, and for mcthods which are to be used in achieving that immunity.

6.5 Testing

The final step which proves that the compleic system does not respond unfavorably to ESDs, IDs, or SEUs
is sysiem testing. Exiensive testing before launch helps assure the sysiem will not expericnce any difficulty in
space. Testing is a check on the design, the workmanship, and the reliability of the sysiem. Proper (esting, coupled
with an understanding of the intcracticn of the space system with the environment, should give the system designers
and users confidence in the immunity of their system. Table 6-4 summarizes the testing required for a full analysis of
SEUs surface, and imernal charging/discharging.

Table 6-4 Anomaly Testing Summary

Concern Ten

Surface charging Macrial characeerization:
aging lcsts
surface secondary emission
..
"'ol.m. "“d. ": uv “I, Suctivity
backscasiering cocfficient

Sarface Discharges EMC icsting (general)
surface discharge testing:
capacitive coupling
arc injection
arc radiation

Internal Discharges EMC testing (gencral)
maicrial/configuration tcsting
detailed subsystem testing

SEU Testing Part characterization
Error simulation:

software icsting
hardware test

On a fundamental level, determining the part or matcrial behavior is basic to understanding its response in
the cnvironment. For integrated circuits concerned with SEUS, this means discovering the part's sensitivity to heavy
ions and protons. For surface charging, matcrial testing determines the secondary emission yicld, photoemission
characteristics, conductivity, and aging characteristics of the material so that charging calculations can be done. For
both internal and surface discharges, matcrial testing helps determine the probability and the characteristics of the
discharge.




6.5.1. Surface Charging Testing

Before any assessment of the charging state of a space system, one needs to know the response to the
eavironment of the materials used. For surface charging/discharging we will assume that the environment for the
system has beea established by measurement and theory and includes a significant plasma environment. It may not
be clear at the exactly what comprises a "significant™ plasma environment. Material tests in the specified
environment wWill show whether the environment is “significant.”

Much of the early characterization of spacecraft materials was done in simple vacuum chambers with a
monoenergetic: electron source at one end and the sampie at the other end. Typically the sample was mounted on a
plate that was grounded through a microammeter. In this way, the current leaking through the sample was measured.
Non-contactirg voltage probes were passed in front of the samples 1o measure the voltage of the sample surface. By
varying the a’celerating voltage on the electron gun from 1 to 30 keV, the material under test was characierized.
demmpwammmmm;ddwmwmwmacmpkwsciemiﬁc
analysis. Dlsr.h-geo.nfany were the main objective of this type of experiment and were detected by sudden currents
through the ammeter and by noting the change in voltage of the surface before and afier sudden changes in the
current. Mategials which did not discharge in an elect.on beam test at 20 keV with beam current densities of 10
nA/cm? wese usually deemed “safe” from a surface discharge point of view. Later Mizera et al. (1980, 1981), and
Mizera and Bgyd (1982), based on SCATHA charging results, showed that low flux tests were also important. At
lower fluxes, the conductivity of the material is low enough 0 allow high charge accumulation on the samples;
while at higher fluxes, the radiation induced conductivity may allow sufficient charge 10 biced off 10 prevent
discharges.

Test facilities for engincering tests of this type have beea developed at several acrospace companics, NASA/
Lewis Reseasch Center, JPL, and the Aerospace Corporation. Some of these facilitics are very complete and allow
simultancous exposuse 10 clectrons, ions, and ultraviolet radistion [Leung et al., 1981].

A nagging question that raises doubt for both photoemission and secondary envission and, hence, the
charging process, is the passage of time. Both photoemission and sccondary electron cmission depend on the state of
the surface of the material and 10 some degree on the chemical nature of the maserial. Certainly the surface of the
material is influenced by ihe history of the material. Here the word “history” is meant 1o eacompass all of the
cvents that happen 10 the maierial. Radiation damage, thermal cycling, outgassing, and many other effecis change
the condition of the material, and this whole process is referred 10 as aging. A full analysis of the charging of a
spacecraft includes the effects of aging. Although most analyses done so far for spacecraft ignore aging effects, the
long missions now under consideration make aging concerns of more importance.

Another nagging question is the effect of the handling and processing of the material used on spacecraft.
Typical scientific measurements are made on carefully prepared pure samples so that the results are not influenced by
any contamination. Although spececraft materials are typically cleancd and handled carefully, the detailed behavior
can be different from pure materials. For example, the secondary yield for pure aluminum and that for aluminum
with a thin oxide are different in detail. The buildup of the oxide layer can be observed as a change with time of the
secondary emission of a pure aluminum sample. Studies of thermionic emitters for cathodes in electron wbes
showed wide variations depending on trace elements or impurities in the material.  Most spacecraft material tests
have been done with "as received” materials, rather than specially prepared ones. For this reason, it is sometimes
desirable to perform sensitivity studies to determine when variations in materizl properties impact
charging/discharging analysis.

6.5.2. Imtermal Charging Testing

Testing materials for internal charging involves a simulation in which the charge deposited in the material
simulates the charge which would accumulate during the spacecraft’s flight. Simulations have shown that it is
important o reproduce the rate as well as the total charge deposited for accurate results. Intemal discharge tests
require penctrating clectrons. The electron range needs to be sufficiently deep 1o deposit charge in the region(s)
thought 10 be sensitive 10 discharge. The flux needs to be chosen so that the charge built up in the sensitive volume
is comparable to that expected on the mission. To meet brih of these conditions may require long testing times on
2-3 MeV electron accelerators. When this is not acceptable because of accelerator scheduling and/or costs, short
tests might be designed. Then one must address the question of how conservative the test should be. For internal
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charging, the highcr the rate the more lizely there will be discharges if the radiation induced conductivity is small.
An analysis of shoriened engincering tests should include both the likelihood of a higher internal clectric field due to
the high flux of trapped clectrons, and the additional loss of trapped clectrons due to radiation induced conductivity.
Many of the tests for the Galileo spacecraft were done using monocnergetic beams and only simulated the total
charge deposited and the rate. Coakley et al. (1982) simulated the spectra as well.

Intemnal discharge tcsts can be divided into two classes, generic materials and spacecraft subsystems. The
materials investigated for the intcrnal discharge monitor are examples of generic materials. Tests for Galileo and
other systems involved the irradiation of small pieces of hardware -- relays, specific circuit boards, small assemblies
of various kinds -- in which the tests served (o show the behavior of that particular collection of things. Spacecraft
subsystem tests are very good engineering tests, and tend to underline the generic guidelings. For example generic
tests show clearly the danger of flying ungrounded areas of metal that are well insulated by good dielectrics such as
circuit boards. Specific subsysiem tests revealed ungrounded metal arcas which discharged. The advantage of
subsystem testing is of course that it shows not only if there is a discharge, but if that discharge makes any
difference to the operation of the subsysiem. From a short term engineering point of view, it may be perfectly all
right for a discharge 10 occur, if it does not affect the operation of the sysiem. Discherges over long periods of time
may degrade operations or even lead to failure. Testing subsystem by subsystem tends 10 be expensive, 30 that our
recommendation is for generic tests wherever possible. Generic testing permits the generation of design rules, which
can then be used 10 cvaluate specific hardware 10 assure that it complics.

In chapter 4, the results of ground testing of a sclection of internal discharging configurations and materials
were preseated. The configurations were generally chosen 10 represent situstions with one free surface, sitaations
bounded with grounded-by-metal enclosures (cables, capacitors, cic.), and situations where nictal volumes were well
course more compiex and may influcace the detailed results. As usual, good enginecring judgment is nceded 10
determine the proper respoase in a given situation.

6.5.3. Single Event Upset Testing

Recently single-event upset icsting has become necessary. As steps are being taken 1o address this issue,
designs are becoming less susceptibie 10 single event upsets. The work reporied in the IEEE conference each July
(and reported in the December issuc of Transactions on Nuclear Science) has chronicled the progress in this area in
the last few years.

Device sensitivity to single cvent upsets is generally belicved 10 be due 10 the charge gencrated along the
path a heavy ion takes through a sensitive region in a device. This was discussed in chapier 4.  Modem clectronics
has combined in a single chip many functions and clements. Therefore intelligent testing requires a carcful
consideration of the device before the iesting actually begins. This can begin with a stucy of the device with the
purpose of identifying the bistable clements in it which may be susceptible 10 upset. Once these elements are found,
hardware and software are nceded 10 exercise these clements in a test 10 determine their state, so one can determine if
an SEU has occurred. If possible, it is good to allow only one SEU per measurement cycle. This allows
detcrmination of the location of the SEU as one region may be more sensitive than another. Some experimenters
use a "gold™ pattern that is stored in an identical device wish a reference pattern installed 10 which the device under
test (DUT) is continually compared. The hardware for SEU testing is indicated in Figure 6-7. Key features of this
design were provision for vacuum and the tuming of the parts 10 the incident beam to allow particles 10 enter the
sensitive region at non-normal incidence. Studies in which the temperature can be selected are also becoming
popular. Typical data is shown in cartoon form in figure 6-8.
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Figure 6-8 Typical Parameterization of SEUs. The two key parameters for determining the SEU
ratc are the theeshold and the cross section at large LET times path length. The actual
C7088 section a¢ a function of LET times path length will give a more realistic lower
value of SEU rate

The soguence of cvents in an SEU test needs 10 be well thought owt. Experieaced sest directors have
thought through in advance the purpose and methods needed 10 get data for their projects and are able 10 adapt the
flow of the experiment 10 the project necds and the limits of the accelesator and its schedule. Such a plan is showa
in Figare 6-9 or an carly Galileo test. Some of the carty sicps insure that the beam is behaving as expected by

retesting a part known 10 be seasitive 10 SEU. Variations in voltage on the part allow examination of the threshold

as 2 function of voltage. Onc would expect the threshold 10 be lower for parts operated at low voltage. Thas the
first test has the largest possibility of measuring SEUs & normal incidence. If none are observed, the angle of the
beam with respect 10 the plane of the chip is vasied 10 increase the “effective LET™ through the sensitive region. If
upsets occur readily, the search for the threshold continues by using lower LET particles. It is usually important to
obtain a cross section and a threshold for SEU events so that the program can predict the maximum SEU rases for its
particalar mission. If possible it is highly desirable t0 desermine as clearly as possibie the charge collection
mechanism and the "sensitive volume” as described in chapier 4.  his includes an estimate of the thickness of the
seasitive region, and the sumber of active regions imvolved in the test.
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Figure 6-7 is a schematic representation of a test setup used 1o measure SEU sensitivity. Measurements are
performed in experiments using heavy ions, in which a sniform beam hits the device. One observes the upset cross
section as function of the energy loss of the particles. The upset cross section will be the number of upsets per
pnudelemzhmngthedevwe. This has units of arca, so the term "cross section” seems appropriate. As the energy
loss cf the particles is increased, the particles cross a threshold for upset. Above this threshold the upset raie
increases rapidly until all particles can deposit enough charge to cause upsets. At this point, the entire active area of
the device succumbs to upscts at a limiting cross section called 6. The LET threshold Lo occurs when the charge
deposited equals the critical charge, so that Lo may be combined with an assumed collection depth (d) in calculating
the critical charge: Q= Lod.

Measurements of critical charge enable us to compare the sensitivity of various devices. This cannot be
done by comparing critical charges alone. Insicad, ibe sensitivity is stated in terms of upset rate in a reference
eavironment. The upset sensitivity can be calculated as a function of the geometry and the critical charge.

A full parts characterization is designed 10 obtain an upset cross section versus LET. Two key experimental
parameters are a high LET (for example ~300 MeV kryptoa with an LET ~35 McVem?2/mg) cross section and the
theeshold LET for the onset of SEU. If the most ionizing beam used does not induce upscts at an angle up to 70°
from the perpeadicular, it is reasonsble 10 assume there will be no upsets in interplanetary space.

It is worth noting here that the anglc of the test beam, part bias, clocking parameters, and pattern
configuration ase important variables for all tests. The selection of ion specics (usually krypton, argon, oxygen,
neon, and carbon) and their energies dictate what the LET of the beam is. Because of the increased path length of
oblique beams i the seasitive volume (those beams impinging at an angle 0 with respect 0 the perpeadicalar), the
effective LET threshold is ofica found by varying the beam angle, according 10 the relation

LET(effective) = LET(ion) seccant @ for 0 < 60 degrees

If a calculation of SEU rases for a known environment is required, then both LET threshold and high LET cross
section data ave requived.

The range of one or two McV/amu heavy ions is very short (a few microns), so the tests are conducted in a
vacuum and the device lids are removed. In applying test results for parts where the sensitive volume is beneath
passivation and other layers, it is important to account for the energy and LET changes that occur in getting to the
sensitive volume. Tests with particles which stop in or before the seasitive volume are suspect.

Stodic.: of temperature variations are becoming an ineegral part of SEU testing. Any system expected 10
operate at a temp: rature significantly higher than 20°C should, as a minimum, compare the effects of tempersture for
a sclected number of parts. A difference in applicd bias does bave a profound effect on SEU response. For "soft
error” testing, parts at a lower bias are most susceptible to upset; for latchup testing the opposite is true. Clock
rates have a noticeable (but not enormous) effect on SEU rates. The pattern configuration usually does not affect the
SEU response except occasionally near the LET threshold.

Proton tests are a straightforward variation of heavy ion testing. Usually much higher fluxes and fluences
in terms of particles/cm? are required in proton testing, unless dircct ionization by protons in the seasitive region can
cause upsets. In those cases, proton tests along the most sensitive direction are desired, with beams with sufficient
range to cross the seasitive volume.
objectives, it is time to implement the test. The beam line from the irradiation source is collimated and aligned with
8 vacuum chamber. Usually the test chamber is located remotely (e.g., behind shiclding walls) from the
tester/counter and dosimetry electronics. A test board and a beam scintillator/photomultiplier assembly located in the
vacuum chamber are used to monitor and align the beam.

Testers range from slow manual counting of individual upsets 10 sophisticated computer video displays
depicting upscts positioned according 10 their location on the chip. Current systems will have millisecond electronic
resct capability, a varicty of pstiern configurations (¢.g., checkerboard, all ones, all zeros), provisions for testing
separate subsets of complex devices (¢.g., flag registers, 1/0 laiches, 2ic.), variable bias capability, variable clock
frequencics, cic. Some tests will also have temperature contro! and automatic logging of bit flips and beam
parameters.
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The test boards are designed to hold several devices under test (DUTS), drivers, buffers, and detoction
electronics (¢.g., a comparison test of a DUT response with that of an unisradiated reference device). The boards are
mounied in such a way as to permit translational motion (selection of devices) and rotation (to change beam angle of
incidence) without requiring the vacuum in the chamber to be broken.

The beam dosimetry for the requisite low ion fluxes (10° 10 108 ionsicm?/s) utilizes a scintillator © count
each jon. The beam may pass through a very thin (microns) foil whose thickness is choscn 0 give the proper light
amplitude to correspond with the beam's LET, or it may pass through an annulus which permits part of the beam to
stream unimpeded onto the DUT while the outer portion is stopped by a thick scintiilaior. The light is then piped to
a photomultiplier tube (PMT). A discriminator is used to reject all noise pulses and pass all pulscs caused by ths
beams. Certain limits are imposed on the maximum beam intensity 1o prevent saturation of the PMT. In addition,
beam control will include procedurcs for measuring ion energy and establishing beam uniformity.

A number of facilities have been used in SEU testing. Table 6-6 is a typical list. Usually tests with heavy
ions are done first and if necessary proton tests follow.

Table 6-6. Test Facilities

Machine Location Typical Pasticles
88" Cyclowon U.C. Berkelcy 0, Ar, Kr, 4 MeV/nuc
BEVELAC U.C. Berkeley Fe 1GeV/muc
Van de Gralf Calsech He, O
Cyclotron NRL or UC. Davis < 50 McV protons and neutrons
Cyclouon Harvard Univ. 130 MeV protons
Cyclotron Indiana Univ. <200 McV protons
TRIUMPH British Columbia 400 McV protons
CERN Switzeriand 600 McV protons
SIN Switzertand 590 MeV protons
AGS test beam Brookhaven 4 GeV protons

Tests using radioactive Califomnium can also providc valuable insight into the sensitivity of parts (Reicr,
1986, Mapper ct al., 1985, Blandford and Pickel, 1985, Sticphen, 1984ab). Californium tests take advantage of the
spectrum of high encrgy heavy ions resulting from Californium's spontancous fission.

6.54 How Many Tests Are Enough?

Since SEUs occur relatively rarely, it is important 10 understand the statistics involved in their
measurement. Test time can be very expensive and the number of actual SEUs induced in the devices under test
(DUT) quite small. Statistical variations play an important role in setting the safety margin between the "average
device response” and the design point. Variations can be characterized by two classcs.

1. The distribution within the population. This is due W the physics of the parts and processing, etc. and
represents a fundamental limit for the part and response. Safety margins can be smaller if the
population distribution is narrower.

2. The uncertainty in our knowledge of the population distribution is due to the limits on the size of the
test sample.

Both variations are important and play a role in determining the sampling philosophy of a program. For
exampile, limiting the population o a single manufacturer, a single code lot, or selected diffusic.~ lots results in
distributions which one would expect to be well defined with small standard deviations. This is why single buys
with careful screening are used in programs where high assurance is nceded. Large sampling from such a controlled
distritution should result in the smallcst variation from both the population distribution and the uncertainty in our
knowledge.
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To estimaie the mean and standard ¢ viation of a pepulation, one makes a series of measurements. Based
on a scrics of N measurements the mean is es.imated by

Mean = M = & 3 x(n)

Many times, especially in textbooks, the true population is assumed 10 have the form of a normal distribution with
a precisely defined mean and variance (note the standard deviation is the square root of the vasiance)

P(y)dy = __l_..z. (e)-(x(n)M)zﬂOzdx
2xo0

For other situations, other diswributions (c.g. cxponeatial, gamma, Weilbull, cic.) may be more appropriate. So
akhough most examples assume a normal distribution, one should remain alert for data which violate this
assumption.

658. EMC Tests

Testing for surface discharges and intcral discharges is best done in conjunction with standard EMC testing
and evaluation. Swrface and internal discharges represent 3 specific sowrce of radissed and conducted noise which the
system must tolerate in order to perform. Normal EMC procedures such as those in the EMC handbooks should be
followed. When systems or subsysiemi are iested they need 10 exercise all of their modes, and should be configured
50 that the test setup does not induce anomalies that would not occur in the real situzdon.

Ideally subsysiem testing is identical 10 that of the normal environmenta! qualification test:

(1) Subject the spacecralt 1o a specified environment that is representative of that expected plus any

enginecring margins.

(2) Have a design qualification tcst sequence that exercises all elements of the hardware, and all modes of

the system.

(3) Establish a flight qualification and fligit acceptance philosophy.

Some programs have a scparate qualification model which is tesie 10 the full extent and duration environments (plus
margins), while the flight hardware is iested only 10 the full levels but not to the full duration. This insures the
design is adequate (the qualification test) and that the workmanship is adequate on the actual flight hardware (flight
acceptance). In other cases, only onc set of hardware will be built and one must weigh the desirability of extensive
ground testing with the possibility of over-testing or stressing the flight hardware 30 that it fails in flight. When
there is only one piece of hardware for both qualification and flight, the iests are referred 10 as prowoflight tests.
Generally extensively scsicd hardware (even if it has had 10 be repaired) has performed beticr than inadoquately iesicd
hardware. One flight systems program manager at JPL has commcnicd thai he has never scen a spacceraft fail in
flight duc 10 excessive ground icsts, but he has seen Night failures duc 10 inadequate ground icsting.

In space, the flight spacecraft will be electrically isotated from ground and bombarded with electron, ion, and
extreme ultraviolel radiation levels. Systems should operate without upsct throughout this phase. Such an
environment could be simulatcd on the ground, but the costs in facilities, schedule, and engincering would be high.
Therefore, spacecraf* charging tests usually take the form of asscssing unit or spacecraft immunity to clectrical
discharge transients. The appropriatc discharge sources are bascd on scparatc estimaics of discharge parameicrs
(location, duration, frequency, and amplitude).

Arc discharge csts arc both simplc to do and uscful checks on the closure of the Faraday shicld design.
Even in cases where discharges arc not expecicd 1o occur, radiated encrgy from portable arc discharge simulators
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peovides a quick, convenicat, EMC-type check-out during systems testing. Injected and capacitively . oupled tests,
however, should be carefully plannced and executed. Comparisons of predicied versus actual arc discharge
characieristics and tested versus predicied response complese the verification of the system, and prepare operasors for
any anomaly investigations required in the future.

ESD test techniques are not well established because: the system itself dictates what the proper iest should
be, cach system response is influenced by so many details, and the arc source itself is stochastic. It is important,
therefore, 10 understand the various parameters which affect arc generation and coupling 10 the sysiem. A spacccraft
with a completely conducting exterior susface should not experience any surface discharges. Discharge testing on its
surface therefore would not be appropriate; however, verifying the somndness of its Faraday shicld for external sources
(a;h;hmﬂwﬁmm@xhpm;mymmuvaymm Some of the important

) W&Wuﬁmmw
dexcribed below.)

a) What are the background radisted ficlds or structural curveats?
B What are the area, the thickness, aad the diclectric sireagth of the maserial?
© What ir e totul charge involved in the evemt?
3 Chmacterization of Giecharge:
8 What is the becakdown voltage?
b) What is the curvent or voliage wave form: rise time, width, fall time, and rate of rise
©) What is the iy.edance of discharge?
@) Characterization of coupling 10 spececralt:
8 What is th location of discharge and coupling of the discharge 10 the spacecraft?
b) How is the discharge sowce grouaded?
© What is the seeun path for coupled curreat?
d What are the possible victim circuits?

In the fowrth guestion we are concerned with exactly how the discharge current flows sbout the spacecraft. How is
the discharge coupled 10 the rest of the spacecraft? Possibie answers ase: capacitively, inductively, or through
disectly commected conductive path(s). Discharges come in different varictics. These have been colorfully
described as blowoff, punch-through, and flashover. In blowoff, charge is reicased 10 space from the surface of the
discharge. Eventuslly charge balance is achicved, but initially there is a net flow of charge away from the spacecraft
body. This canses curvent throughout

the eatire structwre of the spacecraft. Blowoff is simulated by setups in which the retum current from the discharge
is far away from the injoction point or the coupled poiat. A large capacitively coupicd discharge simulation in
which the capecitor aad the spacecraft both use the test facility ground might be used %0 simulate this kind of
discharge.

Punch-throughs are small breakdowns which sometimes icave _. small puncuare in the diclectric. Cutrents
flow from the wapped charge 10 its image charge on the other side of the diclectric. Except for the energy radisted
sway from the breakdown these are 20 large casvent flows outside the immediste region of the punch-through.
Punch-$hroughs arc simulatod by the radizeo] emission of a scif-contained discharge. This type of simulation is good
for serfacc discharge tests and quick EMC testr. Usaally the radisted emission has no effect on a spacecrall uriess
there is 2 seviows fanlt in its imeenity 10 cle_tromagactic noise. However, even though punch-throughs themselves
are not expected (0 be a problem, and are seldom obeerved, they appareatly can instigate blowoff Jischarges which are
move likely 50 cause problems for space systems.

Flashovers occur when the charge on the surface neatralizes its image charge cither through a punch-througis
or across an edge. Flashovers involve a large surface area and therefore large wotal charge. Since this charge is
moving about, large currents can be induced in other parts of the spacecraft. This type of discharge is simulated by
specific curent paths through or around the spacecraft. For example, if an antenna is expecied to discharge along an
edge, the assumed current path might involve the antenna, the antenna mast, and the spacecraft body. A lacge metal
sheet paralleling the antenna might simulate the charge buildup, and this capacitor might be referenced to a ground,
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for both the meial sheet and the antenna, at the base of the antenna. The discharge would then be assumed to short
out the metal sheet to its ground, allowing currents 10 flow fiom the antenna structure to the base of the antenna,
with possible coupling to the main spacecraft body.

Each region and discharge mechanism needs to be evaluated individually. For example, one might begin by
estimating the capacitance, C, of the region of concemn using the surface area, diclectric thickness, and dielectric
constant. If one then assumes the breakdown occurs across the thinnest part of the dielectric, the dielectric strength
of the material provides an estimate of the breakdown voltage (punch-through). In other cases, the brcakdown at an
edge (flashover) might be assumed. For an edge breskdown, the breakdown of a vacuum might be more appropriate.
The 1otal energy invclved in the discharge is estimated Ly

E = 9-2!- (6 6)

where C is the capacitance and V is the voltage.

Experiments in the laboratory have determined that peak current in the discharge scales as the square root of
the ares involved in the discharge. Flashover discharges occur with rise times on the order of ihe distance over which
the flashover travels divided by one third of the speed of light. BlowolT discharges involve the capacitance (o free
space and velocitics of a plasma cloud on the order expected by electrons accelerated by the electric ficld just before
breakdown. The variability scen experimentally in the magnitudes and durations of discharges suggests that the same
region may discharge in more than onc manney, and/or that several different regions are involved in discharging.
Vampols ¢t al. (1985) have summarized their results from measared discharges on the SCATHA spacecraft. A wotal
of 77 pulses occurred on 35 separate days, which incleded both sarface discharges and intemal discharges. Some of
the measured swrface charging pulses far excecded the respoasc: of ihe pulse monitor 10 the Military Standard 1541
(MIL-STD-1541) tost pulses. This implics that unthinking application of MIL-STD-1541 may not provide adcquate
testing of a space sysiem.
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Since a dischasge of any kind is compared 10 a lightning stroke, Figure 6-10 (Mardiguian, 1985) compares
the energy content as a function of frequency for several of the more popular discharges, including surface and
inemnal discharges.

Miche! Mardiguian (198)) points out that an ESD or surface discharge simulator does much more than just
explore the weakness of the system to static discharges. He states, "Although the ESD test cannot pretend to replace
the traditional method, the wideband field which flashes produce all at once reveals many of the same weak spots that
classical EMI tests explore:

1. improper circuit board layout -- poor or missing decouplings, long runs far from their return trace, eic.

2. missing or loose ground connections

3. uncontrolled ground loops and parasitic capacitances

4. improperly ierminated cable shields and poor connector bonding

S. shield discontinuitics, eic.

Even more, an ESD test is usually very simpie 10 run and is otien ideally suited 10 field testing.”

The MIL-STD-1541 arc source is available in several commercial versions and is casily made ia an EMC
lab. It can be wsed as a geacral EMC 1001, as well as the specific surface charging simelator discussed below.

Military Standard 1541 (MIL-STD-1541) describes an arc source which is commonly used. The schematic
and usage instructions extracted from MIL-STD-1541 are presented in Figure 5-11. The arc sowsce is easily
manufactsed and provides some of the parameters necessary 10 simulate 2 discharge eveat. The osy adjustable
parasaceer for the MIL-STD-1541 asc sowsce is the dischasge voltage. The rise time, pulse width, and fall time are
more or less constant. The discharge voliage is varied by adjusting the discharge gap and, if nocessary, the dc supply
10 the discharge capacitor. The peak curreat and energy vary with the discharge voltages. This permits some degree
of flexibility in planning tcsts, but 80t enough 10 cover all circumstances.

MII-STD 1541 Test Configuration

0-600 VDC Power Supply
1kQ

0.1pF

[ -~

signal generator to/
drive relay at one
pulse per second

Breakdown voltage is l

Turn ratio of 100, determined by gap
approximately 50 pF between carbon
distributed capacitance electrodes

Figure 6-11 MIL-STD-1541 Test Configuration
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A flat-plate capacitor is useful in several circumstances. A flat-plate capacitor can be used 1o approximate
flashovers or blowoffs on thermal bianket arcas, calibration targets, or nonconductive paints. The flat-platc capacitor
permits a widespread discharge 10 simulate the physical path of current flow. This can be significant where cabling
or circuitry is near the area in question. Also, the large size of the capacitor acts as an antenna during discharge and
thus produces significant radiated ficlds.

Several pasameters can be varied: the area, the voltage on the plate, and the dielectric thickness. These
affect the capacitance, the discharge current, and the encrgy. The discharge voltage of the flat plate can be controlled
by using a needlepoint discharge gap at the plate’s edge, calibrated 1o bheak down before the diclectric, or some sort of
switching circuit. This also affects discharge energy.

Rather than build a capacitor using the spacecraft as onc plate, regular capacitors can be used 10 simulate the
charge buildup in & given arca, or regular capaciiors can be used (0 supplement the charge stored on a flat plae
arrangement. However, some capacitors have a high intemal resistance and will not provide the fast rise times and
peak currents.

Alhough in nature the occusrence of discharges is a random process, iesting requires repeatable and
controlizble dischargez. Switches are used 10 achicve repestable and commandable discharges in some testing. The
types of switches used in discharge iesting range from spark gaps 10 clectronics. A wide varicty of switches arc
available 10 initiste arc dischwrges. At low voltages, semiconductor or mechamical switches can be used. The
problem with mechumical swisches is their “bounce.” A bounce of the contact may result in non-uniform pulscs; in
some cases two or moie discharges will be generated in 2 few milliseconds. Mercury-wetied switches can alleviaie
this probiem comewhat.

The MIL-STD-1541 arc source uses a silicon comtrolled sectificr (SCR) to initiste the spark activity on the
prisnary of a step-up wansformer. The circuit is desigaed 10 produce a high voliage at an air spark gap on the

For high-voliage switching in air, 3 gap made of two pointed clectrodes can be ased as the discharge swisch.
The tips sse placed wward cach other and adjusiod 50 that the distance between thes corsesponds 10 the desired
breakdown voltage. In air, this calibration is typically 1 mmAYV. The gap should be iested and adjusied before the
test. A two paraliel gap system is useful when the breakdowa voliage is 10 be varied during the test. Ome gap is sct
for the maximusn discharge voltage allowed and fixed; the second gap is then varied as the test progresses. Since the
gaps asc in paralic] across the high voltage, the breakdown voltage of the system is deiermined by the lower
breakdown voltage of the two gaps. The fixed gap acts as a safety gap preventing discharges from excecding the
maximum breakdown voltage desired. Calibrated gas discharge tubes can also be used as the safety gap, or when
only fixed breakdown voltages are to be used in a iest. Discharge tubes have faster rise times than needlepoint
breakdowns in air, and are very repeatable. Their large dimensions make them better radiators of electromagnetic
noisc than simple air gaps.

A discharge produces a wide spectrum of radisted electromagnctic energy. Discharges from any source can
affect the operation of a spacocraft. Discharge tubes or neediepoint gaps are effective in producing a wide spectrum of
radio noise 10 verify the immunity of a system 10 RF interference and 10 check the susceptibility of scientific
instruments.

To simulate blowofT or flashover events, current must be injecied directly into locations on the spacecraft.
One way (0 do this is 10 use a point on the spacecraft as one electrode in the breakdown gap. When planning this
type of test, the spacecrafl surface can be protecied by a iemporary metallic fitting at the location of the discharge
test. This test is more scvere than the radiated test, bust better simulaics the actual current injection at the discharge
point. Depending on the retumn path used for the discharge gap this type of icst simulates an event which places
cither lasge current flow about the spacecraft or only fairly local currents.

As Jescribed earlier, blowoff events can be simulated by metal plases or foil placed over the region of
concem. Using any of the methods already discussed, the capacitor made up of the plate or foil as one side and the
spacecraft as the other is discharged and the resulting structural currents induced 10 verify the immunity of the
sysiem. As with tests using the spacecraft as one electrode in a spark gap, tests which use the spacecraft as one plate
of a capacitor depend crucially on how the return current flows. Causing that flow to traverse the entire length and
breadth of the spacecraft is very different from a test in which the rewurn path is as short as possible and confines
currents 10 the area local 1o the foil. A number of current paths need to be considered and different parts of the
spacecraft system need to be tested. A 100 1emotce retumn path may overtest the sysicm, while a too short and local
path may undertest the sysiem. Here again, a detailed understanding of your systcm and ihe cavironment must be
used w design and implcment the test.
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For intemnal charging and local surface charging concemns it occasionzily is prudent to expose the subsysiem
of concem (0 penetrating electrons directly or 10 an energetic plasma. Such tests should be carefully designed not 1o
overstress the subsystem, not 10 allow the measurements of the anomalous behavicr to be the cause of the
anomalous behavior, and yet 10 prove the subsystem will operaie when exposed to the environment. For example,
Leung and Robinson (1982) iested a number of Galileo subsystems and components for internal charging effects. In
some cases, the results of these tests removed concemns which would have required considerable redesign effort.

System level testing involves large crews of people, costly facilities, a significant fraction of the funding,
and is the first and last time the entire sysiem is realistically exercised before launch. System level testing provides
the most reliable determination of the expected performance of a space vehicle in the environment.

For surface charging concems, discharges at the system level should duplicate the coupling paths which will
be important in space. However, both internal discharges and SEU iests at the system level are difficult to plan and
carry out. Therefore, surface and internal discharge testing may require testing on a representation of the spacecraft
before cxposing the flight spacecraft, 10 insure that there will be no inadvertent overstressing of flight units.

A detailed test plan must be developed that defines test procedures, instrumentation, test levels, and
parameiers 10 be investigated. Test technigues will probably involve current flow in the spacecraft structure. Tests
can be conducted in ambient environments, but screen rooms with clectromagnetic dampers are recommended. MIL-
STD-1541 sysicm test requirements and radiated clectromagnetic interference testing are conasidered 10 be a minimal
sequence of teste.

The spacecrafi should be isolsted from ground. Instrumentation must be eloctrically screemed from the
discharge icst eavironment and maust be carefully chosen 30 that instrument response is not confused with spacecraft
response. The spacecraft and instrumentation should be on battery power 10 avoid ground loops. Complese
spacecrafl iclemery should be monitored. Full functional tests, if possible, are good. Voltage probes, cusrent
probes, E and H shield current sonitors, and other seasors should be instalied at critical locations. Sensor data
should be capsbie of resolving the expected fast response (o the discharges (250 MHz).

The test levels should be desermined from analysis and sest of discharging behavior in the substorm
eavironment. Purvis et al. (1984) recommend full level iesting, with iest marging, for structural, engincering, or
qualification models of spacecraft. The test measurements (structural currents, harness transients, Gpsets, eic.) are the
key system responses that are 10 be used 10 validate predicied behavior. Some manufacturers reduce test levels for
flight hardware 10 avoid overstressing anything. It can be argued that there have been more in-flight failures due to
insufficient testing than overtesting, although thorough development testing gives one confidence in shortening or
lessening flight-unit testing.

6.5.5.1. Tests Designed Specifically for Surface Charging

Surface discharges have been bothersome 10 spacecrait designers for a long enough period so that test
praci - es are being developed. Below is the section on system testing for surface charging effect from Purvis et al.
(1984). This is followed by an abstract of the test actually done on INTELSAT VI by Tucker (1987). ESA is
currently carrying out experiments to validate its model response to surface discharges (Granger and Ferrante, 1987).

"Spacecraft iesting is generally peformed in the same fashion as unit testing; a test plan of the following
sort is typical:

"(1) The MIL-STD-1541 radiated tcst is applied around the entire spacecraft.

"(2) Spark currents from the MIL-STD-1541 arc source are applied through spacecraft structure from
launch vehicle attachment points o diagonally opposite corners.

"(3) ESD currenis are passed down the leagth of booms with cabling routed along them (e.g., sensor
booms or power booms). Noise pickup into cabling and circuit disruption are monitored.

"(4) Special tests are devised for special situations. For example, diclectric regions such as quartz second-
surface mirrors, Kapton thermal blankets, and optical viewing windows should have ESD tests
applied on the basis of their predicted ESD characteristics.

"The spacecraft ESD testing configuration ideally simulates 2 100 percent flight-like condition. This may

be difficult because of the following considerations:

"(1) Desire for ESD diagnostics in the spacecraft

"(2) Nonfunctioning power system
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"(3) Local rules about grounding the spacecraft 10 facility ground

“(4) Cost and schedules to complescly assembie the spacecrafi for the test and later disassemble it

"(5) The possible large capacitance 10 ground of the spacecraft in its test fixture

"(6) ESD coupling onto nonflight test cabling

"To obtain more information about circuit response than can be obtained by (clemetry, it is common to
measure induced voltages due o the ESD test sparks at key circuits. If improperly implemented, the very wires that
access the circuits and exit the spacecraft to test equipment (e.g., oscilloscopes) will act as antennas and show noisc
that never would be present without those wires.

"Two spproaches have been used with some success. The first is using conventional oscilloscope probes,
with great care. Long oscilloscope probes (3 m) were procursd from Tektronix. For the circuits being monitored, 2
small “tec” breakout connector was fabricated and inserted at the connector nearest the circuit. Two oscilloscope
probes were attached to each circuit’s active and retum wires and the probe tips were grounded to satellite structure in
the immediate vicinity of the breakout tce. The probe grounds were less than 15 cm from the probe tip. The signal
was mcasured on a diferential inpul of the oscilloscope. Before installation, the probes were capacitively
compensated 10 their respective oscilloscope preamplifiers, and it was verified that their common-mode voltage
rejection was adequate (in short normal good practice). The two probe leads were twisied together and routed along a
metal structure inside the saicliite until they could be routed out of the main chassis enclosure. They were then
routed (still under thermal blankets) along the structure 10 a location as remote as possible from any ESD test
location and finally were routed 1o the oscilloscope. The oscilioscopes were isolated from building ground by

“A second method of monitoring ESD-induced voltage waveforms on internal circuits is the use of battery-
powered devices that convert voltages 1o light-emisting diode (LED) signals. The LED signals can be transmitied by
fiber optics 10 exterior receiver devices, where the voltage waveform is reconstrucied. As with the oscilloscope
probes, the monitoring device must be carefully attached 10 the wires with minimal disturbance 10 circuit wiring.
The fiber optic cable must be routed out of the satellite with minimal disturbance. The deficiency of such a
monitoring scheme is that the sending device must be baticry powered, tumed on, and installed in the spacecraft
before spacecraft buildup and must operaie for the duration of the icst. The need for baticries and the high power
consumption of LEDs severely restrict this method.

“Another proposed way to obtain circuit response information is 10 place peak-hold circuitry at key circuits,
installed as descrided sbove. This method is not very useful becanse the only dztum presented is that a cenain peak
voltage occurred. There is no evidence that the ESD test caused it, and there is o way t0 correlate that voltage with
sny one of the test sequences. For analysis purposes, such information is worthless.

"Spacecraft using solar cells or nuclear power supplies often must use support cquipment power supplics
for ground test activities and, thus, are not totally isolated from ground. In such cases, the best work-around is 10
use an isolated and balanced output power supply with its wires routed to the spacecraft a1 a height above sround 10
avoid stray capecitance 10 ground. The power wires should be shiclded to avoid picking up stray radiated ESD noise;
the shields should be grounded at the support equipment end of the cable only.

"To simulate flight, the spacecraft should be isolaicd from ground. Normal test practice dictates an
excellent connection to facility ground. For the pusposes of this iest a iemporary ground of 0.2 0 2 MQ or morc
will isolate the spacecraft for the purposes of the ESD iest. Generally, 0.2 w0 2 ML, is sufficicnt ‘grounding’ for
special test circumstances of iimited duration and can be iolcrated for the ESD test.

"Often testing is done in the most compact form possible, atiempting to interieave several tasks at one time
or 1o perform tasks in parallel. This practice is incompatible with the nceds of ESD testing and must be avoided. A
thermal vacuum test, for example, is configured like the ESD test, but has numerous (nonflight) thermocouple leads
penctrating from the interior 10 the exterior of the spacecraft. These leads can act as anicnnas and bring ESD-causced
noise into satellite circuilry, where it never would have been.

"If siray capacitance to facility ground is present during the ESD cst, it will modify the flow of ESD
currents. For a better test the spacecraft should be paysically isolated from facility ground. It can be shown that
raising a 1.5-m-diameter spherical satellite 0.5 m off the tcst flooring reduces the stray capacitance ncarly to that of
an isolated satellite in free space. A dielectric (.., wood) support structure can be fabricated for the ESD test and
will provide the necessary capacitive isolation.

"One method of reducing ESD coupling to and from the spacccraft on nonflight tcst wiring is the use of
ferrite beads on all such wiring."




6.5.5.2. INTELSAT VI Tests

On the INTELSAT VI spacecraft [Tucker, 1987], battcry powered sensors, optical fiber links, and high
speed single shot recording equipment were combined with lumped element circuit models o design a test simulating
surface discharges. The bandwidth of the optical link was suggested by the predictions of the iumped clement
model. Optical links are required 10 avoid direct coupling of the discharge energy into sensitive regions of the
spacccraft via cables used only 10 instrument the test. Seasors and their optical transmitters were located at points of
intcrest about the spacecraft. The discharge source was chosen (0 be an 18.5 kV pulser with an efiective capacitance
of 60 picofarads, delivering a 10 miliijoule pulse. The pulser was placed at different locations to explore the
sysiem's sensitivity to discharges. Over 166,000 pulses were injected into the INTELSAT flight model to test the
design and validate the lumped clement model of the spacecraft. The measured results agreed well with the
predictions of the lumped element model. The measured responses at various locations have characieristics which
indicate where discharges are occurring.  If voltage and current sensors were flown on the spacecraft, analysis using
the lumped element mode! would be very useful in monitoring the spacecraft health and response to the environment.

The key to good tests is adequate modeling prior to testing. Adequate modeling maximizes the information
obtaincd in testing, and assures the system that over-testing/stressing will not occur.

In applying the discharge sowrce, Figure 6-12 carc nceded 10 be takea with the switch initiating the
discharge. (Air gaps have been used for MIL-STD-1541, but repeatability is somctimes considered a problem.)
INTELSAT VI sesters chose instead $0 use a triggered source. A triggered spark gap was selecied because of its
short rise time and good repeatability. In the Hughes injector, 2 high voltage source was used to charge up a 60 pF
capacitor. The energy on this capacitor was then discharged theoush a triggered spark gap 10 the spacecraft. With
this st setup, the rise time of a typical discharge pulse was 7 ns. The high voltage used in the tests ranged from 6
10 18 kV; the injecied encrgy ranged as high as 20 mJ. A simplified schematic of the Hughes INTELSAT Vi arc
source is shown in Figrwes 6-12, 6-13, and 6-14.

INTELSAT Arc tester

1 kilohm 100 to 1
0'6.00 vDC resistor ” coil O
Adjustable (50 pF /
Supply distributed
3 capacitance)l discharge

One pulse per points

second trigger

generator

Figure 6-12. INTELSAT Source
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Direct Injection Test to Various Points on Spacecraft

0-600 VDC 109' to 1
supply relays | coi
and (50 pF
SCR distributed
[ One pulse to capacitance)
per sec cqntrol |
signal discharge
enerator

Figure 6-13. INTELSAT IV Tests

VVN 180 pF each

6 to 18.5 KV —
Murata
—— DHS-20-181
EGSG 4
GP-92 T

ST P

Figure 6-14. INTELSAT VI Trigger (after Tucker, 1987)

6.5.5.3. Tests Designed Specifically for Internal Charging
Since internal charging is a large effect where it occurs and is small outside of the box, it is difficult to

provide a test which will produce large enough signals inside the box without overstressing components outside the
box. For this reason most internal charging experiments are done at the subsystem level. Perhaps small controlled
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arc sources coupled 10 test control by fiber optics and monitored with fiber optic coupled sense circuits will allow
accurate iniernal discharge iesis at a system level in the future.

6.6. A Final Word

The analysis, testing and monitoring needed to eliminate internal discharging surface charging/discharging
and single cvent upset caused anomalics is available. There asc many different approaches which can be adapted o0
each program.
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Appendix

2

Giossary

A index
A daily mdex of geomagnetic activity derived as the average of the cight 3-hourly a indices.

2 index
A 3-bourly “equivalent amplitude” index of local geomagnetic activity; "a” is related 10 the 3-hourly K
index according 10 the following scale:

K 0 1 2 3 4 5 6 7 8 9
a 0 3 7 15 27 48 80 140 240 400

absorption
The dissipation of radio wave energy into heat. As a wave passes through an ionize¢ medium, it forces frec
electrons 10 oscillate (positive ions are much less mobile and can be ignored). Collisions with particlcs in
the medium convert wave energy into heat. In the ionosphere, this process is most effective at D region
altisedes, where the product of free electron density and collisional frequency is a maximum. (Also see
attenuation.)

active region

A region on the sun where transient features (such as sunspots, plages, filaments, and flares) are ohserved.
These features are characterized by enhancements of the local solar magnetic field.

AE index
A geomagnetic index of the auroral electrojet, which measures the maximum range of excursion (both
positive and negative) from quiet levels; measured at a givea universal time by using the combined data
from a worldwide ring of high-latitude magnetic observatories. AU (A upper) refers 10 the greatest positive
deviation from the quict time reference and AL (A lower) (o the most negative. By definition AE = AU -
AL. AO refers to the mean of AU and AL: AO = 1/2(AU + AL).

AFGWC
Air Force Global Weather Central: the forecast center operated by the Air Force at Offutt AFB, Nebraska,
It monitors and forecasts both atmospheric weather and the space environment.
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Alfven wave
A transverse wave in magnetized plasma characierized by a chang: >f direction of the magnetic field (rather
than a change of intensity). An Alfven wave travels with a speed CA(2) = [B2/(4xmn)}1/2, where B is the
magnetic ficld strength, m is the mass of an ion (proton in plasma of ionized hydrogen), and n is the
number density of ions (which in a singly ionized plasma equals the number density of electrons). The
Alfven number in a plasma moving at speed C is C/CA, the analog f the Mach number in a neutral gas.
For average conditions in the solar wind, CA = 50 to 100 km/s. The bulk velocity of the solar wind
typically exceeds 300 km/s and is thus "superalfvenic,” as well as supersonic.

angstrom
A unit of length equal to 1 x 10~8 centimeters. Used chiefly to express short (optical) wavelengths.

anomalous propagation
The propagation of radio waves through the atmosphere along a path different from that expected as a result
of the normal 4/3 radians curvature caused by standard tropospheric refraction. Less bending than normal is
known as subrefraction. More bending than normal includes superrefraction, ducting, or trapping.
Ap index
An averaged planctary A index bascd on data from a set of specific stations. The official Ap index is
determined at the Institut fur Geophysik at Gottingen, FR.G.
‘p,Ap
Indices that provide a linear measure of the level of disturbance of the planetary geomagnetic field. Apisa
24-hour index, and ap is a 3-hour index. Both indices range from 0 to 400. (Also see K, Kp, and Km.)
mtdbwingdwuiuivewnnsapplylobahapmdAp:
Level:
0 -6 Quict
7 - 14 Unsettled
15-29 Active
30 - 49 Minor Storm
50 or higher Major Storm

apogee
The point on the path of an carth-orbiting satellite farthest from the earth. The general term for any planct
is apoapsis. Apsis is the point in an orbit which is either farthest or closest to the center of attraction.
Aphelion is the farthesi point for comets from the sun.

Appleton anomaly
Two areas of enhanced F Region clectron density cenicred at +20 and -20 degrees geomagnetic latitude, and
extending in local time from noon to midnight. Their origin is a horizontal transport of free electrons by
high altitude winds, from which the electrons are produced over equatorial latitudes (by solar radiation) and
over auroral latitudes (by particle precipitation). Also known as “subequatorial ridgcs,” they are
characterized by strong horizontal electron density gradicnts and thus are a source of "non-great circle
propagation.” They are most distinctive near the equinoxes at average levels of geomagnetic activity.
During high geomagnetic activity the ridges tend 10 merge into a single ridge over the equator. Near the
summer and winler solstices a single, broad ridge is found in the winter hemisphere midlatitudcs, a
phenomenon called the "Winter Anomaly.”

attenuation
This term includes all power losses experienced by a radio wave. Absorption is only one component of
atienuation. Other components include: free space loss due to beam spreading, beam focusing/defocusing
(for example power loss in a duct is small), scatter loss, etc. (Also sce absorption.)

AU
Astronomical unit: the mean carth-sun distance, 1.496 x 10! meters (214.94 solar radii).
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aurora

auroral oval
A roughly elliptical area in which aurora may be occurring at a Particular time. The auroral activity is
gencrally most intense, and extends furthest ©quatorward, in the midnight sector (since the precipitating
parucies causing aurora come from the magnetotail). An gval bandmnduchgeanagncﬁcpo!emging

autumnal equinox
The equinox that occurs in September.

Bartel's rotatioa Ramber
mmnumbummmﬂ-daympuiodsdemmdgmphysicalmm. Rotation 1 in

from the eanh) of 27.27 days; therefore, solar longitude slowly &’iﬂs with respect (o the Bane] rate. Solar
rotationserialnunbersdonotcoincide witthelrotalionnunbctsbfxameofmisdiﬂaenoeinmm
rate and also because the initial sohrmﬁmserialmmbawasassigned(byCarﬁngm)wbeghma

butterfly diagram
Apluofobservedsunspotlaﬁmdc versus time. This diagram, which resembles a butterfly, shows the
tendency of solar active regions to drift from high w low latitudes during a sunspot cycie.

C event
(See solar flare.) The least energetic type of solar flare, as defined by the pezk x-ray emission observed in
the 1-8 angstrom band. For a C cvent, peak emission is between 1.0 and 9.9 x 10-3 ergs/cm2/sec. For
example, C5.3 means peak emission was 5.3 x 103 ergs/em?fsec. (Also sce M and X events.)



¢9 index
A(hilyhdcxofwicxﬁvitydeﬁvedfmlhe(hilycpindex. The index ranges from010 9,9
representing "most disturbed.”

Carrington longitude
A sysiem of fixed longitudes rotating with the sun. Carington longitude is widely, but imprecisely used to
mean heliographic longitude. (Sce solar coordinaics.)

chromosph-<re
The layer of the sol2: atmosphere lying between the photosphere and the transizion region and the corona.
The chromosphcre is not visible 10 the naked eye, but is the source of the sirongest absorption lines in the
solar spectrum including hydrogen and the H and K lines of calcium, and is the source of the red
(chromium) color often scen around the rim of the moon during towal solar eclipses.

conjugate poimts
Two points on the carth’s surface at opposite ends of a geomagnetic field line.

continwum storm (CTM)
General term for solar radio noise lasting for hours and sometimes days, in which the intensity varics
smoothly with frequency ov. a wide range in the mcier and decimeter wavelengths.

convection
The bulk transport of iasma (or gas) from one place 10 another, in response 10 mechanical forces (for
cxample, viscous inf action with the solar wind) or electromagnctic forces.

coordinated waiversal !ime
By imermational &y recment, ihe local time at the prime meridian, which passes through Greenwich,
England. Therefore, it is also known as Grecawich mean time, or sometimes simply universal time. There
are 24 time zones .wound the world, which are labeled alphabetically. The time zone centered at Greenwich
has the dorble des. gnation of A and Z. Especially in the military community, coordinated universal time is
often referenced as " or ZULU time.

corona
The cutermost layer of the solar atmosphere. A greatly exiended region of low density and high
icmperatuse, the corona extends far out into interplanciary space, becoming the solar wind.

coronal hole

A region of low density and open magnetic field lines in the solar corona. Holes may persist for several
months, and a-e a primary source of the high speed solar wind streams observed near the earth. As such,
they are closely related to the occusrence of recurrent geomagnetic storms.

corpuscular radiatioa
See “particulate radiation.”

corrected geomagnetic coordinates
The spherical "geomagnetic coordinate™ system is based on approximating tsc carth's actual magnetic ficid
by a centered dipole (bar magnet). A slightly better fit with the actual ficld is achieved if the dipole axis is
offset from the carth's center by about 450 kilometers woward a location in the Pzcific Ocean (15.6N,
150.9E). This "eccentric dipole™ axis intersects the surface at 81N, 85W and 75S, 120E. The non-
spherical, corrected geomagnetic coordinate system is based on this eccentric dipole. (Also see geomagnetic
coordinstes.)

cosmic radio moise
Radio waves from exuratcrrestrial sources.




cosmic rays
Very high encrgy particulate radiation which permeates intersiellar space. Cosmic rays are measured at the
carth's surface by a "Neutron Monitor,” an instrument capable of detecting secondary neutrons produced by
collisions between cosmic rays and atmospheric gases. "Galactic cosmic radiation” originates outside the
solar sysiem, and is modulated by solar activity. During periods of high solar activity, counting rates on
neutron monitors fall (known as a Forbush decrease), due 1o an increase in the shielding effect of the
disturbed solar wind and gecomagnetic ficld. (See “rigidity” for more explanation on the shielding of
particles by a magnetic field, as well as the discussion in chapier 2 on single particle motions and Stormer
orbits. "Solar cosmic rays” arc produced by the most energetic solar flares; in these instances, counting
raies on ncutron monitors are observed to rise (known as a "ground level event™).

Cp index
P A daily index of geomagnetic activity obtained from the Ap index. The range of Cp is0102.5, 2.5

critical frequency
The limiting radio frequency below which radio waves are reflecied by, and above which they pemetraic
through, an ionized medium (such as an ionospheric layer) at vertical incidence. Also known as the
“plasma frequency.”

CRRES
Combined Release Radiation Effects smelliee.

cusp(s)
In the magnetosphese, two regions near magaetic local noon and approximately 15 deg of IatituCe
cqumorward of the north and the south magnetic poles. The cusps mark the division between geomagnetic
field lincs on the ssmward side (which are approximately dipolar, but somew:at compressed by the solar
wind) and the ficld lines in the polar cap that are swept back into the magnesotail by the solar wind.
"Cusp” implics conical symmetry around the axis of the bundle of converging (Northern F1omisphere) or
diverging (Sowthers Hemsisphere) ficld lincs. In practice, “cusp” and “clefi” are oficn used imeschangesbly.
However, “cleft” implics greater exiension in longitude (local time) and hence a wedge-shaped structure.

D region (D layer)
A daytime lsyer in the ionosphere between about S0 and 90 kilometers altitude. During solas flares, the D
Iayer may be eahanced and lowered by an increased flux of x-ray radiation from the sun. The D layer is
responsible for most radio wave absorption. Major "absorption” events include: short wave fades (SWF),
auroral zone absorption (AZA), and polar cap absorption (PCA). The same physical process causes the
dissipation of radio wave encrgy in cach cvent. However, the events differ by the source of the ionizing

Event Source Location Time Scale
SWF Flare X-Rays Sunlit Hemisphere  Tens of Minues
AZA Electrons from the Magnciotail Awroral Zones Hours

PCA Flare Protons Polar Caps Hours - Days

declination
(1) The angular distance of an astronomical body north (+) or south (-) of the celestial equator. (2) In
geomagnelic applications, the angle between true north and the horizontal component of the local
geomagnetic field.
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differential fMux
The differential flux }E) denotes the number of particles of energy E per unit energy ierval, per unit area,
per unit time, per unit solid angle of observation, passing through an area perpendicular o the viewing
duection. It is approximascly obtained from the count rate of a physical detector measurinig the flux of
particles between energy E and E + dE, geometric factor G, and solid angle of view dW through the
relationship

. C
ME) = (GSdE* dw 8 d)

where C is the number of detector counts in time dt. This approximate definition assumes that the flux is
isotropic, constant over the energy range of the detector channel, and time-independent over the
accumulation time dt

differential rotation
Refers 10 the variation of solar rotation rate with latitude. Low solar latitudes rotate faster (about 13 degrees
per day) than high Iatitudes (about 10 degrees per day).

dipole equator
The dipole or "dip equator” is defined by where the carth’s magnetic field lines are inclined zero degrees 0
the carth'’s surface. The dip equator does not correspond exactly 10 the "geomagnetic equator,” since the dip
sysiem inchades local variations in the ncar carth magnetic ficld. The dip poles, known as the "North, or
South, Magnetic Poles (NMP, SMP),” are where magnetic ficld lincs are inclined 90 degrees 1o the canth's
surface. They lic a considerable distance from the geomagnetic poles. (Also see geomagnetic coordinates.)

Pole . Lat Long.
NMP (cip NP) 76N 101W
Geomagnetic NP N oW
SMP (dip SP) 66S 141E
Geomagnetic SP 798 110E

DMSP
Defense meteorologicai satellite program. A series of high inclination, low altitude spacecraft designed to
monitor weather and the near earth space environment (especially in the awroral zones).

Doppler shift
A displacement in the observed frequency of a radiated signal caused by relative motion between an emitter
and a receiver.

DSCS
A military communications satellite.

Dst index
A geomagnetic index describing variations in the equatorial ring current. It is computed from the H-
components at approximately four near-equatorial stations at hourly intervals. At a given time, the Dst
index is the average of a storm time variation over all Jongitudes. An index of S0 is considered significant,
and an index of 200 or more is associated with middie-latitude auroras. The reference level is chosen 10 be
statistically zero on internationally designated quiet days.

E region (E layer)
The ionospheric region between 90 kilometer altitude and about 120 to 140 kilometers. At night this layer
virtually disappears, except at auroral latitudes (where it is partially maintained by precipitating particles).

eccentric dipole
See "corrected geomagnetic coordinates.”
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ECEMP
Electron Caused Electromagnetic Pulse is a term used to describe internal charging and spacecraft charging
discharges. It is sometimes used in the limited sense of discharges on cables and circuit boards inside the
spacecraft

ecliptic
The great circle made by the interscction of the plane of the earth's orbit with the celestial sphere. (Less
properly, the apparent path of the sun around the sky during the year.)

EDP
Electron density profile: the variation in the density of free electrons with altitude. It represents a vertical
sounding of the ionosphere.

electrojet
(1) Auroral: A current that flows in the ionosphere in the auroral zone driven by magnetospheric
convection. (2) Equatorial: A thin electric curresnt iayer in the ionosphere over the dip equator, driven by
the dynamic action of westward electron motion at about 100 to 115 km altitude.

EMI
EP
Energetic particle data are provided by a series of geostationary satcllites operated by the Air Force.
Electrons ranging from 30 keV 10 2 McV, and protons from 50 keV 10 150 McV, are measured.
ephemerie
An astronomical almanac listing solar coordinaes and the positions of the sun and other heavenly bodies at
regular indervals in time.

equatorial electrojet
An ionospheric clectric current at E region altitudes (between 100 and 120 kilometers), centered over the
*dipole equator” and roughly 10 degrees latitude in width. Tt is diiven by the dynamic action of a daytime
westward drift of free electrons across geomagnetic ficld lines.

equinox
One of the two points of intcrsection of the celestial equator and the ecliptic. The sun passes through the
vernal equinox on about 21 March and through the astumnal equinox on about 22 Sepiember.

erg
The cgs unit of encrgy (1 erg = 1 x 10-7 joule).

ESD
Electrostastic discharge (ESD) covers any breakdown. The "static” is misleading as a dischasge is hardly
static. ESD is used for everything from discharges produced when people contact metal objects after
crossing a wool rug o high voltage breakdowns. ESDs need to be eliminated in the manufacturing as well
as the operation of spacecraft. This tcxt dcals only with ESD produced by environmental charging. In the
manufacture of electronics, ESDs from the people assecmbling the parts due to charge buildup on their
bodies have been known 1o damage parts. The term ESD covers all of these effects.

EUV
See extreme ultraviolct.

eV

Electron volt. A unit of encrgy (1 eV = 1.602 x 10-19 joule). The kinetic energy acquired by an electron
accelerated through an electrical potential difference of one voit.

extraordinary mode
One of the two modes of propagation of electromagnetic waves in a magnetic plasma. For propagation
along the direction of the magnctic ficld, it is the mode for which the electric vector rotates in the same

sense that an electron gyrates about the ficld. For propagation perpendicular to the magnetic field, the
electric vector oscillates perpendicular 1o the primary magnetic ficld. (See also ordinary mode.)
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extreme ultraviolet
A portion of the electromagnetic spectrum from approximately 100 to 1000 angstroms in wavelength.

extremely low frequency (ELF)
That portion of the radio frequency spectrum from 30 to 3000 hertz.

F layer trough
An area of depleted F region electron density often found in the night sector just equatorward of the auroral
oval. There is a particularly steep horizontal clectron density gradient between the trough and oval, which
causes “non-great-circle propagation” and focusing of radio waves.

F region (F layer)
The ionospheric region between about 130 and roughly 1000 kilometer altitude. The F region is
responsible for most of the refraction suffered by radio waves as they transit the ionosphere. It is subdivided
into the F2 and the F1 regions. The F2 layer is usually the densest (in terms of electron density) region of
the ionosphere and persists throughout the night. The F1 layer, often thought of as a ledge in the "electron
density profile” at the bottom of the F layer, occurs only in daylight.

F1e.7
The solar radio flux ohserved at a wavelength of 10.7 cm (2800 MHz) by the Outawa Radio Observatory at
1700Z daily (local noon). Normaily reported in "solar flux units” (1 sfu = 1 x 10-2 webers/meter2hertz).
The variation of the 10.7 cm radio flux is closely associated with enhanced thermal radiation from “active
regions” and thus the overall level of solar activity.

F10.7 bar
The 90 day running mean value of the 1700Z Ouawa F19.7.

filament
A mass of relatively high density, low teaperature gas suspended in the upper chromosphere or the lower
corona by magnetic fields. It is seen as a ribbonlike absorption feature against the solar disk. (Also see
prominence.)

flare
(1) A sudden, short-lived brightening of a localized region in the solar chromosphere. Flares nearly always
occur in the plage of 2n active region, and are usually only visibie in monochromatic light. They are
classificd according to area (0,1,2,3.4) and brightness (F,N,B), and/or by x-ray intensity (C,M,X). The
x-ray classification scheme is as follows:

C event - The least energetic type of solar flare, as defined by the peak x-ray emission observed in
the 1-8 angstrom band. For a C event, peak emission is between (1.0 and 9.9) x 10-3 ergicm?/sec. For
example, C5.3 means peak emission was 5.3 x 103 ergicm?/sec.

M event - A moderale solar event as defined by an x-ray burst with a peak emission between (1.0
and 9.9) x 10-2 erg/cm?/sec.

X event - A major solar flare, as defincd by an x-ray burst with peak emission in excess of 1.0 x
10! erg/cm?/sec. For example, X3.5 means the peak emission was 3.5 x 10-1 ergicm?/sec.

(2) A sudden eruption of energy on the solar disk lasting minutes to hours, from which radiation and

particles are emitted. Flare classification is based on size at the time of maximum brightness in H-alpha.

One square degree is equal 10 (1.214 x 10? km)?2 = 48.5 millionths of the visible solar hemisphere.
fluence

Time incgrated flux.

flex
The amount of something (protons, x-rays, radio energy, etc.) passing through a specified area in a given
time period.
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fmin

foE

foEs

foF2

The minimusm reflected frequency observed by a vertical incidence (V1) jonosonde. It depends on the
electron density in the ionosphere (mostly D layer), ionosonde power and sensitivity, and the amount of
radio noise. (Also see LUF.)

"Critical frequency” (for the ordinary or "0" wave) of the solar (ultraviolet) produced E layer. It is the
highest frequency returned by that layer at vertical incidence, and thus provides a measure of that layer's
maximum electron density.

"Critical frequency” (for the ordinary or "0” wave) of the sporadic E layer. It is the highest frequency
reflecied by that layer at vertical incidence, and thus depends on enhancements in the E layer's electron
density ~ased by non-solar sources (such as particle precipitation, wind shear, or meteor ionization).

"Critical frequency” (for the ordinary or "0 wave) of the F2 layer. It is the highest ordinary wave
polarization frequency retumed by that layer at vertical incidence, and thus provides a measure of that layer’s
maximum electron density. (Also see MUF.)

forbush decrease

See cosmic rays.

Fraunhofer spectram

The system of dark lincs duc 10 absorption in the solar and terrestrial stmospheres, superimposed on the
continuous solar spectrum.

A unit of magnetic ficld strength (1 gamma = 1 x 105 gauss = 1 nanotesla). The average surface strength
of the geomagsetic ficld is sbout 1/2 gauss, while the average strength of the interplanctary magnetic field
(TMF) is roughly 6 x 10-5 gauss (or 6 gamma).

A unit of magactic induction named after Carl Friedrich Gauss (1777-1855) who first developed a method
for accurately determining the absolute value of a magnetic ficld. In 1838 Gauss expressed the carth’s
nmicﬁdd in a spherical harmonic series, the coefficients of which are called Gauss coefficients, 1G =
1 R

geomagnetic coordinates

A system of spherical coordimates (geomagnetic latitude and longitude). The system is based on
approximating the actual magnetic field of the earth by a centered dipole (bar magnet) field. The axis of the
dipoic passes through the carth's center, but is inclined about 11 degrees 1 the carth's rotational axis.
Intersection of this axis with the carth’s surface defines the Geomagnetic North Pole (at 78.5N, 11CE).
(Also see corrected geomagnetic coordinates and dipole equator.)

geomagnetic cutoff

The geomagnetic cutoff is a measure of the rigidity (see rigidity) required to penetrate the earth's magnetic
ficld to the given location. The gcomagnetic cutoff was first estimated by Stonner in 1930 using a dipole
approximation for the earth’s magnetic ficld. He showed that the cuioff, that is the rigidity, of a particle
external (0 the carth’s magnetic field required for it to reach the earth's surface at a given latitude and
longitude was:
60

2 [l -V(1-cos cos3a) ]2

[cos cos A)2

rigidity = P =
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where P is the rigidity in Ge V/ec for positive particles, r is the radial distance from the dipole center in carth
radii, A is the latitude in dipole coordinates, and  is the angle which the trajcctory makes with magnetic
west.

geomagnetic elements

The components of the geomagnetic ficld at the surface of the caith. These elements are usually denoted
thus in the litcrature:

X - the northward componcent

Y - the castward component

Z - the vertical component, reckoned positive downward
H - the horizontal intensity of magnitude V(X2 + Y2)
F - the total intensity V(HZ + Z2)

I - the inclination (or DIP) angle, tan~! (Z/H)

D - the declination angle, tan~! (Y/X)

However, in SESC use, the northward and eastward components are ofien called the H and D components,
where the D component is expressed in gaminas and is derived from D (the declination angle) using the
small angle approximation so that the D component = H (the correct horizontal intensity) multiplied by D
(the declination angle, expressed in radians).

geomagnetic field
The magnetic field observed in and around the carth. The inkensity of the magnetic ficld at the carth’s
surface is approximately 0.32 gauss at the equator and 0.62 gauss at the north pole (the place where a
compass needic points vertically downward). The geomagnetic field is dynamic and undergoes continual
slow secular changes as well as short-term distwrbances (sec geomagnetic storm). The geomagnetic ficld
can be approximated by a dipole ficld, with the axis of the dipole offset o the carth's rotational axis.
Geomagnetic dipole north is near 78.3N, 69W (near Thule, Greenland).

geomagnetic local time
Time as measured in the geomagnetic coordinate system. Geomagnetic local time at a location is computed
from local midnight on the basis that 15 degrees of geomagnetic longitude is 1 hour of time.

geomagnetic storm
(1) A widespread disturbance of the geomagnetic ficld. A storm is normally defined as being in progress
when the ag index is 30 or higher. A geomagnetic storm results when an enhanced stream of solar plasma
strikes the magnetosphere, causing a disruption in various electric currents in the magnetotail. Sporadic
geomagnetic storms are caused by particle emissions from solar flares and disappcaring filaments (also
known as eruptive prominences). Recurrent geomagnetic storms are caused by discontinuities in the solar
wind associated with Solar Storm Boundaries in the IMF, or high speed particle streams from coronal holcs.
In general, recurrent storms are weaker, show a slower onset, but last longer than sporadic storms.

(2) A worldwide disturbance of the earth's magnetic field, distinct from regular diumal variations. A storm
is precisely defined as occurring when the daily Ap index exceeds 29.

Minor geomagnetic storm: AswtmforwhichlheApindexwasgralermmEmdlmsmanSO.

Major geomagnetic storm: AstomfawhichmeApiMexwasgruwumnwandlasmanlOO.

Severe geomagnetic storm: A storm for which the Ap index was 100 or more.

Initial phase: Of a geomagnetic storm, that period when there may be an increase of the middle-
latitude horizontal intensity (H) (sec geomagnetic clements) at the surface of the earth. The initial phase
can last for hours (up to a day), but some storms proceed dircctly into the main phase without showing an
initial phase.

Main phase: Of a geomagnetic storm, that period when the horizontal magnetic ficld at middle
latitudes is generally decreasing, owing to the effcects of an increasing westward-flowing magnctospheric




ring current. The northward component can be depressed as much as several hundred gammas in iniense
storms. The main phase can last for hours, but typically lasts less than 1 day.

Recovery phase: Of a geomagnetic storm, that period when the depressed nortl.ward field
component retumns o normal levels. Recovery is typically complete in one o two days, but can take
longer.

geosynchronous

GOES

GPS

Any equatorial satellite with an orbital velocity equal 10 the rotational velocity of the earth, and thus a
period of 23 hours, 56 minutes. Geosynchronous altitude is ncar 6.6 earth radii from the earth’s center Gi.e.,
35,782 kilometers, 22,235 statute miles, or 19,321 nautical miles, above the carth's surface). To also be
geostationary, the satellite must satisfy the additional restriction that its orbital inclination be exactly zero
degrees. The net effect is that a geostationary satellite is virtually motionless with respect to an observer
on the ground.

Geostationary Operational Environmental Satellite: A series of satellites designed to monitor weather and
the near carth space environment. They provide obscrvations of energetic particles and x-rays, and arc
operated by NOAA (National Oceanic and Atmospheric Administration).

Global positioning satellite.

gradual commencement

The commencement of a geomagnetic storm that has no well-defined onset. (See also sudden
commencement.)

granulation

The tops of small scale convective cells, seen in the sun's photosphere, which are responsibie for the
mottled appearance of the sun as seen in white light.

ground level event (GLE)

A sudden increase in secondary neutrons measured by a ground based “Neutron Monitor.” GLEs are
important as indicators that a very energetic solar flare has occurred and a PCA event and geomagnetic storm
are alraost centain to follow. (Also see cosmic rays.)

gro.p speed
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where o is the anguiar frequency, and k is the wave number (2x over the wavelength). For light waves, the
relation between @ and k is

ck
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where n is the index of refraction and c is the speed of light. So,

(Also sce phase speed. When the index of refraction does not depend on @, the phase velocity and the group
velocity are the same numerical value.)
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H alpha line
An sbsorption line located at 6563 angstroms in the red end of the visible clectromagnetic spectrum. Most
chromospheric features, such as solar flares, are normally observed at this wavelength. (Also sce
monochromatic light.)

hertz
A unit of frequency equal to one cycle per second.

HF
High frequency. The 3-30 MHz radic wave band. Normally used for long distance communication by
refraction in the F region of the ionosphere and reflection from the D layer in the ionosphere.

high-speed stream
A feature of the solar wind having velocities that are about double the average solar wind values. The
densities of high-speed streams are less than for average solar wind. High-speed streams are belicved to
originate in coronal holes.

homologous flares
Solar flares that occur repetitively in the same active region, with essentially the same position and with a
common pattern of development.

JIAGA
International Association of Geomagnetism and Aeronomy.

1C
B 1 circos

D
Intemal discharges.

IDM

IGRF
Inerational Geomagnetic Reference Field.

IMF
Interplanetary magnetic field. The magnetic Sicld carried with the solar wind. The IMF originates with the
large scale photospheric magnetic ficlds found on the sun's surface. (See Chapter 2 for further explanation.)

integral flux
The integral flux J(E) is literally the integral, with respect to E, of the differential flux (E); hence its name.
It denotes the number of particles of energy equal to or greater than E per unit arca, per unit solid angle, per
unit time, passing through an area perpendicular to the viewing direction. It is obtained by intcgrating the
differential flux with respect to encrgy, or, given a detector that counts all particles of energy equal to or

greater than some threshold energy E, with geometric factor G and solid angle of view dW, it is obtaincd
from

C
(GdWdi)

J()E) =

where C is the number of counts in time dt.
inversion lime
See neutral line.
ion-acoustic waves
Loagiwdinal waves in a plasma ase similar to sound waves in a ncutral gas. Amplitudes of electron and ion

os.illations are not quite the same, and the resulting Coulomb repulsion provides the potential encrgy to
drive the waves.
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iomosonde

An instrument used 10 produce a sounding of free electron density in the ionosphere. Short pulses are
transmitted, usually at vertical incidence (VI), scanning in frequency from about 1 to 20 MHz over about a
five minute cycle. Delay time between pulse transmission and echo reception is recorded as a function of
frequency. Such a plot is known as an ionogram. The ionogram can also be labelled with virtual height
and free electron density. Virtual height is the apparent altitude of reflection assuming pulses travel at light
speed. The group speed times half the delay time equals the virtual height. Free electron density (in #/cm3)
is equal to the critical frequency (fg, in kilohertz) divided by nine, squared; i.e., Ne = (foP)%

ionosphere

That portion of the earth's upper atmosphere where ions and electrons are present in quantities sufficient to
affect the propagation of radio waves. Normally, the ionosphere extends down to about 50 kilometers
altitude, but at certain times and locations it reaches even lower. Variations of eiectron density with height
led to the subdivision of the ionosphere into the D, E, and F regions (or layers).

ionospheric storm

(1) A disturbance in the ionusphcre which may follow a geomagnetic storm. During an ionospheric storm
the free clectron density in the F2 layer is typically enhanced for a few hours, then becomes depleted for up
to several days.

(2) A disturbance in the F region of the ionosphere, which occurs in connection with geomagnetic activity.
In general, there are two phases of an ionospheric storm, an initial increase in electron density (the positive
phase) lasting a few hours, followed by decrease lasting a few days. At low latitudes only the positive
phase is scen. Individual storms can be quite varied and their behavior depends on geomagnetic latitade,
scason, and local time. The phases of an ionospheric storm are not coincident with the initial and main
phases of a gcomagnetic storm.

IPP
lonospheric penetration point. The geographic point over which a radio wave passes through an altitude of
350 kilometers while in transit between a ground station and a satellite.

K, K"K.

A 3-hour dimensionlcss quasi-logarithmic index that provides a measure of the level of disturbance of the
geomagnetic ficld. Without a subscript, the index refers 10 the deviation of the most disturbed horizontal
component relative 10 an assumed quiet day curve for the recording site. The K index ranges from 0 (very
quiet) 10 9 (violently disturbed). The "p” subscript denotes a planetary, as opposed to a single station,
index. Kp is generated in Gottingen, West Germany, based on the K index from 12 or 13 stations
distributed around the world. The K, index has been derived routinely since 1932. GWC estimates Ky and
A, indices using data from six North American stations. The K, index ranges from 0° to 9°, with 27 one-
third unit steps (0°, O+, 1-,1°, 1+, 2-, eic.). (Also see ap, Ap) Km is similar to K, but based on a more
symmetric global array of stations.

Kelvin-Helmbholtz instability

LEO

LET

A mechanism often invoked 10 explain phenomena at the magnetopause (and sometimes the plasmapause),
espccially the observed magnctic pulsations. The quasi-laminar flow of two magnetized plasmas on
opposite sides of the surface that divides them (for example, the magnetopause) can develop into turbulent
ficw within a few proton gyroradii of the boundary if the number density and the relative velocity of the
two plasmas are high enough to mect certain conditions. The microinstabilitics that develop within one
proton gyroradius of the boundary transfer momentum across the boundary, thus giving rise to the
equivalent of a tangential viscous force. Meanwhile, larger trbulent cells "rolling” off the layer because of
this friction can be the source of circularly or elliptically polarized magnetic pulsations.

Low Earth orbit.

Linear energy transfer.
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limb
The edge of the solar disk, corresponding to the level at which the solar atmosphere becomes transparent to
visible light.

limb darkening
For certain solar spectral lines, a lessening of the intensity of the line from the center to the limb caused by

the existence of a temperature gradient in the sun. Ai the center we see to much deeper and hotter layers
than we do near the limb, where our Line of sight enters the solar atmosphere at an oblique angle.

lobes
Two regions (north and south) inside the magnetotail separated by the neutral sheet.

LUF
Lowest usable frequency. The lowest frequency that allows reliable long range HF radio communication by
ionospheric refraction. It is a function of D regior: chsorption, transmitted power, receiver sensitivity, and
other cquipment paramelers.

M event

(See solar flare.) A moderate solar event as defined by an x-ray burst with a peak emission between (1.0 and
9.9) x 102 erg/em?2/sec. (Also see C and X events.)

magnetic bay
A relatively smooth excursion of the H (horizontal) component (see geomagnetic clements) of the
geomagnetic ficld away from and retuming to quict levels. Bays are "positive” as H increases or "negative”™
as H decreases.

magaetogram
A plot showing the amplitude of one or more vector components of a magnetic ficld versus space or time.
Solar magnetograms are a graphic representation of solar magnetic field strengths and polarity.

magnetometer
An mstrument used (0 record the strength and orientation of the geomagnetic ficld as observed at a particular
point on, or near, the earth’s surface.

magnetopause
The boundary surface between the solar wind (with its embedded imesplanctary magnetic ficld) and the
carth's magnetosphere. At the magnetopause, the pressure duc 10 the magnetic ficld and particles of the
carth equals the pressure (magnetic plus particle) of the solar wind. In practical terms, the magnetic field
pressure of the earth equals the particle pressure from the solar wind, as these are the dominaie terms i the
relation.

magneiopause current sheet
An clectric current sheet that more or less coincides with the magnetopause.

magnetosheath
The region between the bow shock and the magnetopause. This region is characterized by a very mrbulent
plasma. Along the sun-carth axis, the magnetosheath is about two earth radii thick. As the solar wind
passes through the bow shock on the day side, its velocity becomes subsonic. Along the flanks of the
magnetopause it is supersonic.

magnetotail
The portion of the magnetosphere in the anti-solar direction. In the magnetotail, geomagnetic ficld lines are
drawn out 1o great distances by the flow of the solar wind past the carth. The magnetotail is divided inw
two lobes. In the north Jobe, magnetic field lines are directed toward the earth; while in the scuth lobe,
they are directed away. These two lobes are separated by a relatively narrow neutral plasmasheet of hot,
dense plasma. Hizh currents can flow in the plasma separating the two lobes. This allows the magnetic
field w0 "reverse” in this region,
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Maunder minimum
An approximately 70-year intcrval during the 17th and 18th centuries when practically no sunspots were
observed on the sun.

MeV
Million electron volts: A unit of energy (1 MeV = 1.602 x 10-3 joule).

MHz
Megahertz: A unit of frequency equal to a million cycles per second.

monochromatic light
Pertaining to a single wavelength or, more commonly, to a very narrow band of wavelengths.

MUF
Maximum usable frequency. The highest frequency that allows reliable long range HF radio
communication by ionospheric refraction. It depends on the of F2 (or equivalently, the F2 region
maximum electron density) at the control point and the angle of incidence with which a radio wave enters
the ionosphere. Frequencies higher than the MUF do not suffer sufficient ionospheric refraction to be bent
back toward the carth, i.c., they are transionospheric.

multipath
Implies a radio wave splits and follows several paths w a receiver. Since the paths may be of different
lengths, the arival time and phase via cach path will differ. The result may be intermittent fading and/or
reinforcement of the signal received.

NASA

NASCAP
NASA Charging/Analyzing Program.

neutral line
A linc separating solar magncetic fields of opposite polarity. Neutral line analysis of an active region
indicates its magnetic complexity and flare producing potential. Neutral line is a misleading term, since it
implies no magnetic field. Usually a strong field is present, but it is paralie! to the sun’s surface (a
transverse ficld), rather than perpendicular (a longitudinal ficld). A more accurate term for a neutral line is
an inversion line.

neutral point
A point of zero magnetic ficld within the magnetotail of the earth.

neutral sheet
The boundary separating the northern and southem lobes in the magnetotail. In this region the magnetic
ficld reverses in the magnetotail.

neutron monitor
An instrument used for ground based desection of secondary ncutrons produced during collisions between
cosmic rays ard atmosphcric molccules or aloms.

NGDC

non-great-circle propagation
Radio waves tend (0 propagate along the shortest distance between two points on the earth, a great circle
path. Horizontal gradients in ionospheric electron density will cause refraction in a horizontal plane,
resulting in non-great-circle propagation. Strong horizontal gradients are associated with the equatorward
boundary of the auroral oval (especially in the night sector), the subequatorial ridges, and the sunrise
terminator. (Also see F layer rough.)

NSSDC
National Space Science Data Center.
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ordinary ("o") wave
The presence of the earth’s magnetic ficld in the ionosphere causes a linearly polarized radio wave 10 split
into two circularly polarized components. These components rotale in opposite senses, an ordinary ("o™)
and an extraordinary ("x") wave. The "0" wave deviates less than the "x" component in propagation
characteristics from what is expected in the absence of a magnetic field.

ordinary mode
One of the two modes of propagation of electromagnetic waves in a magnetic plasma. For propagation
along the direction of the magnetic field, it is the mode for which the electric vector rotates in the opposite
sense that an electron gyrates about the field. For propagation perpendicular to the magnetic field, the
electric vector oscillates parallel to the primary magnetic field. (See also extraordinary mode.)

particulate rzdiation

Radiation consisting of particles, specifically atomic particles suck as protons (hydrogen nuclei), electrons,
neutrons, and alpha particles (helium nuclei). Also known as corpuscular radiation. ‘
PCA
Polar cap absorption. An anomalous condition of the polar ionosphere where HF and VHF (3-306 MHz)
radio waves are absorbed and LF and VLF (3-300 kHz) radio waves are reflecied at lower altitudes than
normal. PCAs generally are associated with major solar flares. PCAs begin a few hours afier the event and
reach a maximum within a day or two of onset. Some energetic solar flares emit streams of protons, which
can gain direct access o the polar caps via cusps in the magnetosphere. H.gh encrgy (mostly 5 to0 15 MeV)
protons will penctrate to D layer altitudes before colliding with atmospheric gases, and causing an increase
in ionization. This increase in free clectron deasity causes a corresponding increase in absorption of HF
radio waves transiting the polar caps. A PCA event is defined by the amount of absorption of cosmic radio
noisc at 30 MHz scea by a riometer at Thule, Greenland. The PCA threshold is about 2 dB of absorption at
30 MHz for daytime and 0.5 dB at night. This threshold allows for additional ionization caused by solar
ultraviolet radiation. In practice, PCAs are taken 10 be simuktancous with proton events. Transpolar radio
paths may be disturbed for days or weeks following a proton event. (Also see D region.)
penumbra
The gray portion of a sunspot that may surround the black umbra. It is the portion of a spot where
magnetic ficlds are less intense, causing the emperature (and thus brightness) of the sunspot to be closer to
that of the overall photosphere.
perigee
The point in an orbit of closest approach 10 carth. A more general term used for any planet is periapsis.
perihelion
That point on the orbit of a sun-orbiting body nearest 10 the sun.

phase speed
The speed (vp) at which a wave paticrn moves *

For radio waves, vp = c/n, where ¢ = speed of light in a vacuum and n = index of refraction. In
matier, the phase speed can be more than c, since it is essentially a mathematical concept, not a physical
quantity like group speed. If the phase speed also depends on the frequency of a wave, the material is said 10
be dispersive (for example, the ionosphere is a dispersive medium). (Also see group speed and refraction.)

photosphere
The visible surface of inc sun as seen in white light; it is the location of suaispots.
pitch anmgle
The angle between the velocity vecior of a charged particle and the direction of the ambient magnetic field.
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plage
A region in the solar atmosphere where chromospheric plasma is concentrated by intense magnetic fields.
Plages are denser, hotter, and brighter than the overall chromosphere. Nearly all flares occur in the vicinity
of a piage.
plasma
Ar ionized gas, i.e., a gas composed of ions and free electrons.
plasma frequemcy
The characteristic frequency of free plasma oscillations. An electron travels away from an ion urtil its
kinetic energy is overcome by the Coulomb attraction, and it falls back. The frequency of this oscillation
is given by £ = 4xne2/m, where n is the local plasma density, e is the charge of an electron, and m is the
electron mass. See critical frequency.
plasma sheet
A sheet of hot (high energy), dense plasma running down the center of the magnetotail. The plasma sheet
normally remains beyond geosynchronous orbit, except when it is forced inward during geomagnetic
disturbances. (Also see magnetotail.)
plasmasphere
A region of cool (low energy), dense plasma surrounding the earth. It may be considered an exteasion of
the ionosphere. Like the ionosphere, it tends to corotate with the carth. The inncr Van Allen radiation bek
lies in the plasmasphere.
polar cap
The arca poleward of the auroral oval within about 20 degrees of the geomagnctic polkes. It is susceptible
to direct bombardment by high energy solar particles deflected by our geomagnetic field and guided in
through cusps in the magnetosphere.
polar cusps
Funnel-like fcatures in the magnetosphere over the noontime sector of the auroral oval.
polarimeter
An instrument used 10 measure the total clectron content (TEC) along a path between a ground station and a
satellite equipped with a VHF beacon, preferably geostationary.
polarization
The polarization of an electromagnetic wave is defined as the plane of vibration of its clectric field. An
clectromagnetic wave is a transverse wave consisting of an electric and a magnetic field. The two fields
oscillate in phase, but are perpendicutar 10 cach other and to the direction of propagation. Polarization is
defined in terms of the clectric ficld because the existence of point electric charges (and lack of point
magnetic charges) means the electric ficld will interact more strongly with matter than will the inagnetic
field.
pore
A very small sunspot without a penumbra.

prominence

A mass of relatively high density, low temperature gas suspended in the upper chromosphere or the lower
corona by magnetic ficlds. It is scen as a bright, ribbonlike emission feature against the dark of space
above the solar limb.

proton evenmt

By defini:’ ., the measurement of at least 10 protons/cm s ster at energies greater than 10 MeV, by the
primary SFSC geosynchronous satcllite. (Sce polar cap absorption.)

proton flare
Any flare producing significant fluxes of greater than 10 MeV protons in the vicinity of the earth.
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pulsation

Q, Qe

A rapid fluctuation of the gcomagnetic ficld having periods from a fraction of a sccond 10 icns of minutes
and lasting from minutes 10 hours. There are two main patterns: Pc (a continuous, almost sinusoidal
paitern), and Pi (an irregular patiern). Pulsations occur at magnetically quiet as well a disturbed times.
Pcs are grouped, according to their physical and morphological properties, into five categories:

Pcl (periods 0.2-5 s) may occur in bursts (pearis), or in consecutive groups of pulsations with
sharply decreasing frequency.

Pc2 (periods 5-10 s) do not seem 10 be physically relaied to Pcl or Pc3.

Pc3 (periods 10-45 s) occur over a wide range of latitudes.

Pc4 (periods 45-150 s) are also known as Pc 11 or PcD.

PcS (periods 150-600 s) are sometimes called giant micropulsations.

The Q index is a 15 minute index of geomagnetic activity intended for high latitude (auroral) stations. Q is
the largest deviation scaled from the undisturbed level for the two horizontal componients. This differs from
the K index, which is scaled from the largest relative difference. The range of Q is from O to 11. The 15
minute periods are centered at HH:00, HH:15, HH:30, and HH:4S. The relation between the deviation in
gammas and Q is given below.
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Qe - Q is an index used o0 specify the size of the auroral oval. Theoretically, Q = 2Ky - 0.35. Qeisan
estimate of what the Q index would have 10 be to account for the observed exient of the auroral oval as scen
by DMSP optical or particle sensors. Qe ranges from about -4 10 +12.

quiet day curve (QDC)

Especially in connection with the components of the gcomagn-tic ficld (see geomagnetic clements), the
trace expected in the absence of activity. The K index and Q index are measurcd from deviations relative to
the QDC.

rad
A unit of absorbed radiation dose, egual 10 the radiation that imparts 10 the absorbing matcerial 100 ergs of
cncrgy per gram.

radar aurora

Radar retums reflected by ionization caused by particle precipitation in or ncar the auroral oval. The
strength of radar auroral returms is aspect dependent.

radiation belts

The region of the magneiosphere roughly 1.2 10 6 carth radii above the equator in which charged particles
(clectrons with energies ~0.1 to 500 MeV, and trace quantities of heavier ions) are trapped by the

geomagnetic field. The outer boundary is near the magnetopaase on the sunward side (10 earth radii under
normal quiet conditions) and at about 6 carth radii on the nightside. The nightside boundary is ill-dcfincd
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because of the phenomenon of quasi-trapping, whereby particles that are trapped in the outer part of the belt
on the sumward side, when carried by their drift motions o the nightside, can become temporarily untrapped.
radio burst

A sudden, transient enhancement of solar radio emission over background levels. Usually associated with
an active region or flare.

radio emission
Emission of the sun in radio wavelengths from centimeters to decameters, under both quiet and disturbed
conditions. Some patterns, known variously as noise storms, bursts, and sweeps, have been named as
described below. These types of emissions are subjectively rated on an importance scalc of 1 10 3, 3
rcpresenting the most intense.

Type I. A noise storm composed of many short, narrowband bursts in the metric range (300 - 50
MHz) of extremely variable intensity. The siorm may last from several hours to several days.

Type 11. Narrowband emission that begins in the meter range (300 MHz) and sweeps slowly (lens
of minutes) toward decameter wavelengis (10 MHz). Type II emissions occur in loose association with
major flares and are indicative of a shock wave moving through the solar atmosphere.

Type I1l. Narrowband bursts that sweep rapidly (seconds) from decimeter to decameter wavelengths
(500 - 0.5 MHz). They often occur in groups and are an occasional feature of complex solar active regions.

Type IV. A smooth continuum of broadband bursts primarily in the meter range (300 - 30 MHz).
These bursts are assaciated with major flare events beginning 10 to 20 minutes aficr the flare maximum,
and can last for hours.

RAM
Random access memory.

Rayleigh-Taylor instability
A fioted or ripple-like instability that can develop on a surface and propagate along it. This instability is
often invoked 10 explain phenomena in the ionosphere and magnetosphere.

reconnection
A process, important in systems of magnetized plasmas, by which differently directed field lines link up,
allowing topological changes of the magnetic field to occur, determining patierns of plasma flow, and
resulting in conversion of magnetic energy 1o kinctic and thermal encrgy of the plasma. Reconnection is
invoked to explain the acceleration of the plasmas that are obscrved in solar flares, magnctic substorms, and
cisewhere in the solar system.

refraction (iomospheric)
Ionospheric radio wave refraction is a change in the direction of propagation due to passing obliquely
through the inerface between two arcas of differing free electron density (and thus index of refraction).
Since the amount of bending also depends on the frequency of the radio wave, the ionosphere is said w0 be
dispersive. For a given angie of incidence, higher frequencics are bent less than lower frequencies.
refraction (tropospheric)
Tropospheric radio wave refraction is a change in the disection of propagation due (0 passing obliquely
through the interface between two areas of differing pressure, iemperature, or moisture content. Since the
amount of bending does not depend (1o any significant degree) on the frequency of the radio wave, the
troposphere is said to be non-dispersive. Below the VHF band, the index of refraction in air is very close 0
that in a vacuum (i = 1), and we can ignore tropospheric refraction compared to ionospheric refraction.
However, ionospheric refraction decreases with increasing frequency. In the VHF band, both are comparabie
in magnitude; while in the UHF and super high frequency (SHF) bands, troposphcric refractior: dominates.
relativistic
Particles with sufficient energy o move at speeds which are an appreciable fraction (10 percent or more) of
the speed of light.
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REM
Roeatgen equivalent man. The dose of ionizing radiation equal (o the absorbed dose ir rads multiplied by
the 1otal quality factor for the radiation concemed.

RFI
Radio frequency interference. For example, interference caused by a solar radio burst.

rigidity
A measure of how easily a particle is deflected by a magnetic ficld. It is the momentum per unit chirge. In
gaussian units it is pc/Ze. If a particle of momentum p is directed towards a uniform magnetic ficld, its
equation of motion in the plane perpendicular 1o the magnetic ficld will be:

e, 0 mvl_ Zev
@ ~ c¢(VxB) r B

this is simply r = (pc/(Ze)) * (1/B), that is, the penetration of the particle into the magnetic field is
inversely proportional 10 the strength of the magnetic field and directly proportional (0 the momentum per
unit charge in the parentheses. That expression (pcAZe)) is wermed the rigidity of the particle. Using the
normal relativistic relations between kinctic energy and total encrgy and momentum the rigidity can be
expressed as

inidity = A
@) V(12 + 2moc2 T)

where T is the kinetic encrgy of the particle per unit mass, and m,c2 is the unit mass rest energy. In
gemeral, the rigidity is a useful concep: when the m=;r force on a particle is the magnetic ficld because the
cquation of motion can be expressed as the i rate of change of the rigidity being the cross-product of the
unit vector in the direction of the rigidity and the magnetic ficld .

The integral proton spectrum of a flare can be expresscd as an exponential function of rigidity
rather than a power function of encrgy. That is

-p
®>P) = @, cxpﬁ

where @ is the total proton fluence for the event (protons per cm?) and P is the rigidity. Ppis a
characteristic of each individual flare. A typical number for Pg might be 100 MV,

ring current
A westward electric current that flows above the gcomagnetic equator; it is located in the outer Van Allen
radiation belt. The ring current is produced by the drift (eastward for electrons and westward for protons) of
trapped charged particles. This drift is superimposed on the spiraling motion of particles as they bounce
between conjugate points. The ring current is greatly enhanced during geomagnetic storms by the injection
of hot plasma from the magnetotail.

riometer
Relative ionospheric opacity meter. A monitor used to record the strength of high frequency cosmic radio
noisc received at ground level. A decrease in power represents an increase in ionospheric opacity or
absorption. Riometers can detect short wave fade (SWF), auroral zone absorption (AZA), and polar cap
absorption (PCA) events. (Also see D region.)

RSTN
Radio Sotar Telescope Network. The system of standardized, computer-controlied solar radio telescopes
operated by the USAF. Standard frequencies monitored are 15400, 8800, 4995, 2695, 1415, 410, and 245
MHz. Additionally, a sweep frequency interferometric radiometer (SFIR) monitors the 25 to 75 MHz bard.

SCATHA



Spacecraft charging at high altitudes.

scintillation

A rapid, random variation in amplitude and/or phase of an electromagnetic signal (usually on a satellite
communication link). Scintillation effects tend 10 decrease with increasing frequency. Scintillation is
caused by abrupt variations in electron density any where along the signal path, and is positively correlated
with "Spread F" and (to a lesser degree) with "Sporadic E.” Like Spread F and Sporadic E, it shows a clear
minimum in frequency of occurrence and intensity at mid-latitudes. At low latitudes, scintillation shows its
grealest range in intensity, with both the quietest and most severe of conditions being observed. At high
latitudes, its frequency and intensity are greatest in the auroral oval, although it is also strong over the polar
caps.

SE Asian anomaly

See South Atlantic anomaly.

SEMCAP

SEON

SESC

SESS

SEU

SFIR

SFU

shock

Specification and Electromagnetic Compatibility Program.

Solar Electro-optical Obscrving Network. An acronym for the combined SOON-RSTN observatory
network operated by the Air Force.

Space Envisonment Services Center. The forecast center operated by the National Oceanic and Atmospheric
Administration (NOAA) at Boulder, Colorado. It is the civilian counterpast of the Space Environmental
Support Branch, Air Force Global Weather Central, Offutt AFB, Nebraska.

Space Environmestal Support System. A blanket acronym referring to all components, both military and
civilian, of the real-time solar geophysical monitoring and forecasting network.

Single event upset.

Sweep frequency intcrferometric radiometer. An instrument used to monitor solar radio emissions in the 25
to 75 MHz band. Radio bursts in this band are produced by particle streams moving through the solar
corona. Type Il and IV bursts are causcd by proton streams, Type Il and V bursts by eleciion streams, and
Type I bursts by trapped clectrons.

Solar flux unit. A measure of emiticd radio encrgy flux equal ©0 10-22 watts/meter? hertz. It is the standard
unit for reporting solar radio background flux and bursts, notably Fyg.7.

A discontinuity in pressure, density, and particle velocity, propagating through a compressibie fluid or
plasma.

short wave fade (SWF)

An abrupt decrease of radio signal strength observed at frequencies above a few megahertz over iong
transmission paths in the sunlit hemisphcre. An SWF is duc to increased absorption in the lower
jonosphere as a result of increased ionization. The increased ionization is caused by enhanced x-ray radiation
accompanying many solar flares. An SWF is one type of sudden ionospheric disturbance (SID). (Also see
D region.)

smoothed sunspot mumber

An average of 13 monthly RI numbcrs, centered on the month of concem. The 1st and 13th months are
given a weight of 0.5.
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solar comstant
The total radiant energy received vertically from the sun, per square centimeter per unit of time, at a
position just outside the carth’s atmosphere when the earth is at its average distance from the sun.
Radiation at all wavelengths from all parts of the solar disk is inc.uded. The solar constant's value is
approximately 2.00 cal/cm? min = 1.37 kW/m?2 = 1.37 x 106 ergjcmZs, and varies by 0.1%.

solar coordinates
Specifications for a location on the solar surface. The location f a specific feature on the sun (for exaniple,
a sunspot) is complicated by the fact that there is a tilt of 7° 15 between the ecliptic plane and the solar
equatorial plane, as well as a true wobble of the solar rotational axis. (Only twice a year are the solar north
pole and the celestial north pole in apparent alignment.) Consequently, (o specify a location on the solar
surface, three coordinates (p, By, Lo) are used to define a grid. Daily values for the coordinates at UT
(universal time) are listed in the Astronomical Almanac, publis xed annually by the U.S. Naval
Observatory. The terms used to refer o the coordinates are defiried as follows:
P-Angle (or P): The position angle between the geocentric north pole and the solar rotational N
north pole measured eastward from geocentric prth. The rang: in P is $26.31°,
Bo: Heliographic latitade of the central poini of the apparent solar disk; also called the B-angle. ‘
The range of By is +7.23°, correcting for the tilt of the ecliptic with respect 10 the solar equatorial planc. .
Example: If (P,B) = (-26.21°, -6.54°), the heliographic latitude of the central point on the solar disk is - '
6.54° (the north rotational pole is not visibie) and the angle between a vertical 10 the ecliptic and the
projection of the north solar rotational pole onto the disk is 26.21° 10 the west. :
Lo Heliographic longitade of the central point of the apparent solar disk. The longitude vatue is !
desermined with reference 10 a system of fixed longitudes rotating on the sun at a rase of 13.2°/day (the mean f
rate of rotation obscrved from ceatral meridian transits of sunspots). The standard meridian on the sun is
defmed 10 be the meridian that passed through the ascending node of the sun'’s cquator on 1 January 1854 at !
1200 UT and is caiculated for the present day by assuming a uniform sidereal period of rotation of 25.38 |

Ouce P, By, and Lo are known, the latitude, central meridian distance, and longitude of a specific
solar feature can be desermined as follows:
Latitude. The angular distance from the solar equator, measured north or south along the meridian,
Central meridian distance (CMD). The angular distance in solar longitude measured from the
central meridian. This position is relative 10 the view from earth and will change as the sun rotates;
therefore, this coordinate should not be confused with heliographic positions that are fixed with respect to
the solar surface.
Longitmde. The angular distance from a standard meridian (0° heliographic longitude), measured
from east to west (0° to 360°) along the sun's equator. It is computed by combining CMD with the
longitude of the central meridian at the time of the observation, interpolating between ephemeris values (for
0000 UT) by using the synodic rate of solar rotation (27.2753 days, 13.2° per day).
solar cosmic rays
High energy particulate radiation emitted by extremely energetic solar flares. Prefened nomenclature is .
SPE. (Also see cosmic rays.)
solar cycle
The approximarcly 11-year quasi-periodic variation in frequency or number of solar active events. Examples
of features or indices that show such variations are the sunspot number, plages, flares, and the 2800-MHz
radio emission. The polarity pattern of the magnctic ficld shows an approximate 22-year variation.
solar flare
See flare.
solar maximum

The month(s) during the solar cycle when the 12-month mcan of monthly average sunspot numbers reaches
a maximum. The most recent solar maximum occurred in December 1979.

A2



solar minimum
The month(s) during the solar cycle when the 12-month mean of monthly average sunspot numbers reaches
a minimum. The most recent solar minimum occurred in June 1976.

solar rotatiom rate
(1) Synodic: 13.39°-2.7° sinZ @ per day (& = solar latitude).

(2) Sidereal: 14.38°-2.7° sinZ ® per day. The difference between sidereal and synodic rates is the earth
orbital motion of 0.985° per day.

solar sector boumndary (SSB)
Boundary between large scale unipolar magnetic regions on the sun's surface. SSBs are the origin of sector
boundaries in the interplanetary magnetic fielkd (IMF), which separates regions of opposite polarity (either
toward or away from the sun). A sector boundary in the IMF is normally narrow, being convected past the
carth in minutes or hours, compared 10 days 10 a week or so required for passage of the sector itself.

solar wind
An extension of the sun's corona into interplanctary space. The solar wind is a low density (about 8
ions/cm? and 8 clectronsicm’ at 1 AU) plasma expanding at near sonic speed (300 - 900 km/s) outward
from the sun. These parameters vary considerably with time, but are consistent with gross charge quasi-
neutrality. The ionic constituents are chicfly protons with a small (~4%) percentage of alpha particles. The
solar wind carries wave and density structures, 2nd an embedded interplanctary magnetic field (IMF).

SOON
Solar Observing Optical Network. A system of standardized, computer-controlied solar optical telescopes
operated by the Air Force. The icicscopes ase capable of objective white light and H alpha observations.
Spectrographic cbservations can also be made, 10 include obtaining magnetograms of individual active
regions.

South Atlantic anomaly
Like the SE Asian anomaly, a region of highly varisbie F region clectron density. The carth’s actual
magnetic ficld is best approximated by a dipole (bar magnet) field offsct from the carth's center by about
450 kilometers woward the Pacific Occan. The geomagnetic field is symmetric with respect to this eccentric
dipole, so the altitude at which one encounters any given value of magnetic ficld strength will be &
minimum over the Atlantic and a maximum over the Pacific. The result is that trapped particles in the
plasmasphere can more easily be precipitased in these locations, increasing the degree of ionization at F
region altitudes. (Also see comrected geomagnetic coordinaics.)

spacecraft charging
A 1erm which encompasses 2ll of the charginy: effects on a spacecraft due 10 the environment in space.
Occasionally this tcrm is used in a more limited sense of surface charging.

SPE
Solar particle event.

SPO
System Program Office.

sporadic E (Es)
Transient, localized patches of relativcly high electron density occurring at E layer altitudes. Sporadic E is
independent of the regular solar (ultraviolet) produced E layer. At high latitudes, Es is related 10 the auroral
electrojet, is most common at night, and shows little scasonal dependence. At midlatitudes, Es is related o
wind shear and meteor ionization, and is most common in the summer daytime. At low latitudes, Es is
related to the equatorial clectrojet, is most common during the daytime, and shows litile seasonal
dcpendence.

spray

Chromosphcric material ejected from a solar flare with sufficicnt velocity that much of it can escape the
sun. (Also see surge.)
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spread F

SSN

SSNe

STS

Small scale inhomogeneities in the free electron density gradient at F layer altitudes. Two types of spread F
F. Spread F is most common at high and low latitudes, with a clear minimum in frequency of occurrence
at the middle latitudes. It is primarly a nighttime phenomenon.

Solar sunspot number. The Wolf, or relative, daily sunspot number (R) is an index for the degree of
spottiness on the sun. It is based on the number of sunspot groups (g) and individual spots (s): R = k (10g
+s). The k is a subjective correction factor to allow for the difference in observatory equipment, observing
conditions, and observer tendencies. Sunspot number is the most freguently used index for the general level
of solar activity.

Effective solar sunspot number. A daily index used by Air Force Global Weather Central as a measure of
the average state of the ionosphere with respect W ionospheric climatology. It is unrelated to the number of
sunspots visible on the sun. The larger the effective SSN, the greater the degree of overall ionization in the
ionosphere.

Space Transportation Sysiem.

subequatorial ridges

See Appleton anomaly.

substorm

sudden

sudden

sudden

sudden

A full cycle in agroral activity, from quict to highly active 1o quiet conditions. During a substorm, auroras
are af their brighiest and the auroral oval widens and exiends equatorward. A geomagnetic storm can be
thought of as a sequence of one or more substorms typically 1-3 bours in duration and separated by 2-3
hows. Each substorm corresponds 0 an injection of charged particies from the magnetotail into the asroral
oval and the ring current. The initial substorm is caused by the arival of a shock front in the solar wind
(which may be the result of a solar sector boundary, high speed stream from a coronal hole, or a mass
ejection from a flare or disappearing filament). Subsequent substorms are produced by irregularitics in the
post-shock plasma. (Also see geomagnetic storm.)

cosmic mnoise absorptiomn (SCNA)

A sudden decrease in ihe signal strength of cosmic radio noise. SCNA is caused by increased D region
ionization due to enhanced x-ray radiation from a solar flare. SCNA is one type of sudden ionospheric
disturbance.

enhancement of a2tmospherics (SEA)

A sudden increase in the inteasity of low frequency (LF) radio noise. SEAs are caused by improved D
region LF reflectivity, which accompanies enhanced ionization produced by solar flare x-rays. As a result of
this improved reflectivity, atmospheric signals (atmospherics) generated by distant thunderstorms arrive

with amplitudes greater than normal. SEA is one type of sudden ionospheric disturbance.

enhancement of signal (SES)

A sudden increase in the strength of very low frequency (VLF) signals from a distant radio transmitter.
Signal enhancements of this type arc due to the same phenomena as the sudden enhancement of
atmospherics (SEA).

frequency deviation (SFD)

A small, abrupt change in the frequency of a high frequency (HF) radio wave received from a distant
transmitter. SFDs are caused by incrcases in the F1 and E regions ionization resulting from enhanced solar
flarc x-ray radiation. As the amount of ionization in the F1 and E regions increases, the exact altitude from
which a particular radio wave is refracted lowers  The chariging altitude causes a Doppler shift in the
frequency of the received signal. SFDs are onc type of sudden ionospheric disturbance, and the only one not
related to increascd D region ionization.

A2-24



sudden ionospheric disturbance (SID)
A large, sudden increase in the amount of ionization in the ionosphere (especially the D region) over the
catire sunlit hemisphere of the earth. SIDs are caused by enhanced ultraviolet and/or x-ray radiation emitted
during a solar flare. SIDs include a number of ionospheric effects: sudden cosmic noise absorption
(SCNA), sudden enhancement of atmospherics (SEA), sudden enhancement of signal (SES), sudden
frequency deviation (SFD), sudden phase advance (SPA), and short wave fade (SWF).

sudden phase advance (SPA)
An abrupt shift in the phase of a low frequency radio signal received from a distant transmitter. Solar flare
x-ray radiation causes increased D region ionization, which in turn causes an effective lowering of
ionospheric reflection heights. The resulting change in path length is responsible ior a phase shift. SPA is
one type of sudden ionospheric disturbance.

sunspot cycle

A quasi-periodic variation in the number of sunspots. The cycle exhibits an average period of 11 years, but
may be as short as 7 or as long as 17 years.

sunspots
Relatively dark regions in the solar photosphere. Seen in white light, they appear dark because they are
cooler than the surrounding photospheric gases. Sunspots are characterized by strong magnetic fields,
which are mainly perpendicular 10 the solar surface. Sunspots normally occur in magnetically bipolar
groups.

surge
A stream of chromospheric gas ejecied outward along magnetic ficld lincs, but which eventually reusns 0
the surface. (Also see speay.)

TEC
Total clecton content. The total number of free clectrons in a unit area colomn from the ground $0 a height
well above the level of peak ionization. Commonly measwred by a Faraday rotation polarimeter. TEC may
not be equivalent 10 the actual column clectron content vertically over a station, since the polarimeter
measurcs along a siant path 10 a geostationary satellise, and responds only 10 the clectron density below
about 1000 kilometers.

ultraviolet (UV)
That part of the electromagnetic spectrum between 50 and 4000 angstroms.

vmbra
The dark core in a sunspot. It is the portion of a sunspot where magnetic fields are most intense, causing
the temperature 10 be coolest (about 3900 kelvin) compared to the overall photosphere (6000 kelvin). (Also
see penumbra.)

Van Allen radiation belts
Magnetospheric regions of stably trapped charged particles. Near the earth, the geomagnetic field is strong
and ficld lines are closed. As a result, the energy associated with magnetic ficlds dominates particle kinetic
encrgy, and we find a region of stable particle trapping. Outside the radiation belts, the geomagnetic field is
weaker and field lines are more distended or open, and so particle kinetic energy is the controlling factor.
The distribution of prostons led W a division of the region of stable trapping into two belts. The inner Van
Allen belt has a maximum proton density near S000 kilometers altitude; it is part of the plasmasphere and
corotates with the carth. Inner belt protons are mostly high energy (McV range) and originate from the
decay of secondary neutrons created during collisions between cosmic rays and upper atmospheric particles.
The outer Van Allen belt has a maximum proton density near 16,000-20,000 kilometers altitude. Outer
belt protons are lower energy (about 200 keV 0 1 MeV) and come from the solar wind.

vertical height
See ionosonde.
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VI iomogram
Vertical incidence jonogram. A plot of critical frequency (or equivalently, clectron density) versus delay
time (or equivalently, altitude) obtained by a vertical incidence ionosonde.

white light (WL)
Sunlight integrated sver the visible portion of the spectrum (4000-7000 angstroms) so that all colors are
blended to appear white to the eye. No significant contribution from any one spectral line (or element
emitting light) is implied.

white light flare
A major flare in which small parts become visible in white light. This rare continvum emission is caused
by energetic particle beams bombarding the lower solar atmosphere. Such flares are usually strong x-ray,
radio, and particle emitters.

winter amomaly
F region electron densitics in the winter hemisphere middie Iatitudes (40 10 50 degrees) are enhanced by as
much as a factor of four over the summer hemisphere. The phenomenon is strongest near solar maximum,
and hardly noticzable near solar minimum. The anomaly is caused by the horizontal transport of free
clectrons by high altitude winds from where they are produced (by solar radiation) in the summer
hemisphere. (Also see Appleton anomaly.)

Wolf number
An historic term for sunspot number. In 1849, R. Wolf of Zurich originated the general procedure for
computing the sunspot number. The record of sunspot numbers that he began has continued 0 this day.

X event
Sec flare. A major solar flarc, as defined by an x-ray burst with peak emission in excess of 1.0x 101
ergs/cm?fsec. For cxample, X3.5 means the peak cmission was 3.5 x 101 ergs/om?/sec.

x-ray flare class

Rank of a flare based on its x-ray encrgy output. Flares are classified by the order of magnitude of the peak
burst intensity (T) measured at the carth in the 1 1o 8 angstrom band as follows:

Peak Flux, 1 (0 8 angstrom band

Class (in W/m2) (in ergs/cm?s)
B 1<10°% 1<103
C 108<1<10-5 103<1<102
M 105<1<104 102<1< 107!
X 12104 1>10!

x-ray flare termination
The criteria for considering an x-ray event 0 be ierminated are as follows:
Class X events: Terminate when event decays to less than 5 x 10-5 W/m? and remains stable (sec
below) for at least 4 continuous minutes, or decays 0 less than M1 regardless of stability.
Class M events: Terminate when event decays to less than C5 (5 x 10~ W/m?) or event reaches
1/2 peak and remains stable for at least 4 minutes.
Class C events: Terminate when event decays to 1/2 peak.
(Stable = change of less than 0.1 unit in 4 minutes, when 1-min averages are used.)

]




Zeeman effect
The name applicd to the behavior of certain spectral lines in the presence of a strong magnetic field.
Briefly, the lines split into three or more components of characteristic polarization: circular if the local
magnetic field is paralle] to the line of sight, and linear if the field is perpendicular to the line of sight. The
amount of splitting is proportional to the strength of the field.
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Models and Committees

The Space Environment, Anomaly, and Radiation Effects Committee (pronounced scar/ek) is an ad hoc
committee of civilian and DoD members designed -

1. Facilitate the identification of environmentally induced problems on spacecraft,

2. Educase the satcllise user community conceming spacecrall environmentally causcd anomalics, and

3. Promotc the generation of handbooks, specifications, and test procedures for use Ly ihe entire sacllise

community.

Current members are Dr. J. H. Allen, Dr. Peter G. Coakley, Gary Heckman, Dr. Jack Quinn, D Thomas Criswell,
Dr. William N. Hall, Dr. Paul R. Higbie, Dr. James 1. Vetse, Dr. Paul Robinson Jr., Dr. Jason ‘Wilkenfeld, Lt Col.
George Davenport, Li. Coletie de 1a Barre, N. John Stevens, E. D. Zaffery, and R. Pruett.

A3.1. NASCAP Predictions -- Myron Mandell, S-Cubed, San Diego, CA

NASCAP (NASA Charging Analyzer Program) is a threc-dimensional computer code which can be used to
study electrostatic charging of spacecraft surfaces. It was developed for NASA and the Air Force by the S-Cubed
Division of Maxwell Laboratorics.

A3.1.1. Geometrical Modeling

NASCAP is a three-dimensional finitc clcment code. Finite element means that there are several basic
geometrical entities which can be combined to represent a geometrically complex object. In the case of NASCAP,
ciemental volumes are taken to be cubes or specific variants of cubes. Elements comprising the spacecraft can be
described in terms of cubes, wedges, cylinders, and other shapes. Close to the surface of a sacllite , the resolution is
typically on the order of ten centimelers. Typical spacecraft dimensions are on the order of a few meters, and the
electrostatic sheath enveloping a charged spacecralt may be non-spherical for several spacecraft radii. In order 10 keep
compuier storage requirements and running time reasonably small, an approach of nesied rectangular grids was
developed for NASCAP in which the inner region has high resolution (say 10 centimetcrs) and the outer region may
bcashtgeasmquimdmimludemghspwewndeqmlymemﬂts!wuh.swellastoinclwelongbooms
which may extend from the spacecraft. NASCAP accomplishes this by successive nested grid regions. The
spacccraft model must fit within the inner (most desailed) grid boundary, except that thin booms may extend along
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A3.1.3  Calculations

NASCAPcalculabnspmoeedinasuiaofﬁmweps. During cach timesiep the net current to each surface
cell and the resultant voltage is calculated. ﬁm.mecumtswﬂnsrfacemcalculmdbawdonunpomﬁal
disxribmionmmdabomdlespacecmftfmmepteviwstimwp. Then, the charge states of the surfaces and
smwndingsploemmkmaedfmﬂnpmﬁdsofmmmddndwgingm Finally, the potentials
mmmmammmmmmmmmmmws(mmdmwo. All
processes are assumed quasi-static during a timestep, i.c., plasma wave effects arc ignored. The user may perform a
simulationwilhshontim&teps(millimmdstoabomasecond)wobtainaocmchugingdywmics.orwimlong
timesicps (a second to a minute) 10 achieve steady state in 2 minimum number of timesteps.

Calculations may be done for Maxwellian, double Maxwellian, or direcily input data representing the space
plasma cnvimnmcnt.aforlaboraoryenvirmmcsconsisﬁngof clectron and ion beams. Normally, the high
cnergy penctrating clectrons are not represenicd in NASCAP, which has no details on the interior structurc of the
spacecraft. Intemnal charging is usually treated outside of NASC AP.

NASCAP predictions of a spacecraft (Figure A3-3) in cclipse suddenly encountering a magnetospheric
substorm show absolute potentials of about tcn kilovolts, developing on the surface of the satellite in about one
sccond. Figure A3-2 shows the spacecraft potential and curren as a function of time. Here we have assumed a
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Maxwellian cnvironment with clectron temperature and density of 15 keV and 0.7 per cm?, and ion temperature and
density of 20 keV and 0.6 per cm3. If we were to continue this calculztion for several minules, we would sce
differential charging develop on the spacecraft due to the presence of different surface matcrials.

During sunlight, in the same cnvironment, a potential diiference of a few kilovolts builds up bciween the
sunlit and shadcd portions of the spacccraft over a period of several minutcs. Figure A3-4 shows the minimum and
maximum po:entials on the spacccralt surface as a function of time. While this calculation was done for a stationary
spacccraft, the same type of charging will also take place on a spinning spacecralt, since such satcllites normally
have some surfaces which are always shaded. Figure A3-5 shows the potcntial distributions in space about the
spacecraft for the above two calculations.

A3.1.4. NASCAP Conclusion

The NASCAP code is uscful for predicting the nature and magnitude of electrostatic charging on a spacccraft
duc to plasma cffccts. This information should be used to minimize the likclihood and/or cffect of clectrostatic
discharges. NASCAP can also be used to determine the cffect of charging on science instruments autcmpting to
mcasurc the plasma cnvironment. NASCAP will be particularly uscful in positioning instruments where there is
minimum perturbation of the cnvironment which the instrument is trying 10 mcasure.

A a
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. NASCAP can be obtained by contacting NASA/Lewis Research Center, or the S-Cubed Division of
Maxwell Laboratories.
. A3.2. Environmental Models

A3.2.1. NASA

In 1964, a program, jointly sponsored by NASA and the USAF, was begun at The Aerospace Corporation
for the express purpose of constructing model cavironments of geomagnetically trapped particles. This work was
under the direction of Dr. James 1. Veue. The first modcl cnvironment was published in 1966 (Vette, 1966),
Volume 1, Inner Zone Protons and Electrons. This initial mode! covered protons in the energy range 5 McV to 300
MeV, divided into four energy bands, and electrons with energies ranging from 0.3 MeV (0 7.0 McV. These maps
were labeled AP1, AP2, AP3, and AP4 for protons and AE1 for clectrons. The lctter “A” stood for aerospace, "P”
for protons and "e” for electrons. This nomenclature has continucd over the ycars even though the work was
transferred to NASA's Goddard Space Flight Center around 1967. Subscquent models and/or updates of models were



published under the NASA SP-3024 format up through Volume VII, dated 1971. Since that time, the models have
been published under the cover of the National Space Science Data Center (NSSDC), but sequentially numbered up
through current models AP8 and AES.

A3.2.2. APS

The proton model AP8, Trapped Proton Environment for Solar Maximum and Solar Minimum, is, and has
been, the scientific community accepted proton mode! since it was first published in December 1976, as NSSDC
76-06. The purpose of this document is to provide a new computer-accessible model of the stably trapped proton
flux with energies between 0.1 and 400 MeV.

The need for this new model arose from two main factors. First, to cover this approximate encrgy range, it
was previously necessary (o use the four separate models designated AP1, APS, AP6, and AP7. Each of these
models was derived independently, and this resulted in significant discontinuities in the energy spectra. Second, new
data had become available that indicated a need for improvement in the earlier models in certain regions of space.
Particularly useful in this effort were the data sets from the OV3-3 and Azur sasellites.

Because most of the data used in generating AP8 were acquired around the solar miniinsm perind 1964, this
version is designated APSMIN, epoch 1964. APSMAX differs from APSMIN only for altitudes less than 2bout
1000 km and for L values less than 3.0 Earth radii.

A3.2.3. AE4, AES, AEG, AE7, and AES

The AE4 model of the outer radiation zone electron cavironment was published in 1972 (NSSDC 72-06).
The inner zone electron model, AES was also published in 1972 (NSSDC 72-10). Both of these models were for
solar maximum time periods. A model of the trapped electron population for solar minimam, both inner and outer
zones, was published in 1974 (NSSDC 74-03).

In May 1976, NASA published the AE6 electron model (NSSDC 76-04). This model was intended to
provide estimates of mission fluxes that spacecraft would encounter in the 1980 solar maximum time period and is
an inner zone only model. In the previous sofar maximum model, AES, for the epoch 1967, the inner zone clectron
fluxes contained a substantial contribution from the Starfish event of July 1962. These anificial clectron fluxes
comtinuously decayed and then became insignificant after about 1970.

The AE7 electron model (outer zone) grew out of the uncertainty in the electron population above about 2
MeV. Data sets from experimental satellites with energies above 2 MeV were very sketchy and required
extrapolations in order to cover the outer zone, at least out to the geosynchronous (L = 6.6) orbit. Afier many years
of debate and data analysis, NASA introdeced an "interim” outer zone electron model called AEI-7. The "1” stood for
interim; there were two versions, a high and a low, hence, the terms AEI-7Hi and AEI-7Lo. These models, while
never documented, were distributed to the user community around 1977 and became the outer zone electron design
criteria for many satellite programs between 1977 and 1987, even though NASA model AES has been in existence
since 1984,

AES was introduced to the user community, on an as requested basis, around 1984. It has a maxiv:n and
a minimum versicn to reflect the solar cycle and, more importantly, this model covers the trapped ele<tron
environment over the entire magnetosphere, not just the inrner or outer zone.

Orbital integration comparisons between AEI-7Hi and AES have been made for several representative orbits
and the results show that in the 3 to 5 MeV energy range the differences are dramatic. For example, in a half-
synchronous (12 hour) orbit and in a low altitude potar orbit, the AEI-7Hi model yields electron fluxes which are
higher than the AE8 model by about 2 orders of magnitude at 5 MeV, and about a factor of 8 higher at 3 MeV.

Because neither AEI-7 nor AES have been officially documented nor published by NASA, it is easy 0
understand why there is still some uncertainty among model users as to which electron environment shouald be used
in the design of a spacecraft.
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R.G. Pruett (1980) concluded that the AEI-7 electron envircnment predicts total doses which are higher than
dosimeter measurements by factors of 3 10 6 in the NTS-2 orbit (half-synchronous). Even though the NTS-2
dosimeter data were accumulated over a one year time span, it was nok a solar maximum year, and *he AEI-7 model
is predicated on solar maximum storm time enhancements in the electron environment. Even so, it is suggestive of
an environment somewhat less severe than the AEI-7 model would predict.

It is hoped that the long term, wide ranging environmental data sets from the CRRES program will permit
the construction of a more accurate electron and proton model environment; not only construction of models which
are time and space averaged, but dynamic models which are capable of handling environmental needs over short times
(hours to days).

A3.2.4. Orbital Integration Codes

Coincident with the development of model environments, it was recognized that programs to perform
orbital integrations of the clectron and proton fluxes would also be required. Hence, an Orbital Flux Integration
(OFT) code was developed at GSFC. Over the years, a large, sophisticated, and complex OF1 system evolved. Three
such computer codes were ORB, ORP, and MODEL.

Program ORB is a simpic orbit-generation and B-L conversion program uscd for generating orbit tapes
which are used with program ORP 10 obtain orbital integrated fluxes. ORB is a FORTRAN IV program for IBM
machines. It exists in two versions, both sharing a common MAIN program. The two versions, respectively 1 and
2, contain a Brouwer orbit gencrator and a Lydane orbit generator. The Brouwer generator is more suited 10 orbits
with eccentricitics greater than 0.1, while the Lydane gencrator is better suited 10 less eccentric orbits.

Program ORP simply takes the ORB output tape of any B-L orbit and combines it with the MODEL
program(s) to perform orbital flux integrations.

Program MODEL is a scrics of data sets containing cach of the NASA trapped particle environments such
as APS and/or AEA, AES, exc.

Documentation on MODEL and ORP is contained in NSSDC 72-11.

There are other computer programs which parform orbital integrations of cither clectrons or protons such as
the Short Orbital Flux Integration Program (SOFIP). This code is documentcd in NSSDC 79-01, published in
January 1979.

A33. AFGWC

The Air Force Global Weather Center and its officers provide environmental support within the DoD. Sce
appropiate military offices.

Sources of real-time databases include:
)] NOAA —~ Space Environmental Laboratory
Space Environmental Services Center
325 Broadway, Boulder, Colorado 80303
@ Christopher Balch (303) 497-3171 (24-hour and 7-day/week line)
(€)] Gary Heckman
@ AFGWC/WSE

Sources of historical datatases include:

()  AWS -- USAF/ETAC

(93] Joe Allen and Dan Wilkenson
National Geophysical Data Center
325 Broadway, Boulder, Colorado 80303
(303) 497-6215
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A34. NGDC

Spacecraft Anomaly Data and Software
National Geophysical Data Center
Solar-Terrestrial Physics Division

A database of spacecraft anomalies is maintained at the Solar-Terrestrial Physics Division of the National
Geophysical Data Center in Boulder, Colorado. It includes the date, time, location, and other pertinent information
about incidents of spacecraft operational irregularities which are suspected to be due to the environment. These
events range from minor operational problems which can be easily corrected 10 permanent spacecraft failures. The
database includes spacecraft anomalies in interplanetary space 2nd in near-earth orbit. The majority of the database
comes from geostationary spacecraft. About 160 anomalies have been reported as of June 1987. The database
includes data from scveral nations.

The database is maintained on an IBM-compatible personal compuier in a dBase-1I1-type file. To facilitate
access (o the information, custom software has been writien 1o perform a full range of functions for managing,
displaying, and analyzing the contents. The Spacecraft Anomaly Manager (SAM) software has the added benefit of
encouraging operators 10 report their anomalies in a uniform, ready-to-use format. Satellite operators can use SAM
10 create a database comtaining only their anomalics and forward the data 0 NGDC (address below) on a floppy disk
for inclusion in the master archive.

Histograms of local time and scasonal frequency show distinct paticrns for spacecrafi susceptibility 10 static
and scason. Figures A3-6 and A3-7 show these functions for the GOES sascllite.

The data and softwase are currently available on two IBM-compatible floppy disks for the nominal cost of
$30 per disk. Contributors of anomaly data may obtain the disks on a data exchange basis. The NDGC contact is
Dr. Daniel C. Wi'kinson, NOAA Code E/GC2, 325 Broadway, Boulder, CO 80303, (303) 497-6137, (FTS)
320-6137, Telemail: JHALLEN.
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STATISTTICS - MONTHLY
Anomaly
Month Count
Jan S
Data File: DATA\ANOM4H (June 2, 1987) Feb 8
Mar 12
Data Filter: BIRD=GOES Apr 29
May 2
Date of First Anomaly: March 29, 1981 Jun 6
Jul 7
Date of Last Anomaly: October 8, 1986 Aug 8 *
Sep 16
Number of Days in This Interval: 2019 Oct 14
Nov 7 E
Mean Number of Days Between Anomalies: 17.4 Dec 2
TOTAL 116

30

24

18

12

SPACECRAFT ANOMALIES by MONTH for BIRD=GOES

Jan Feb Mar Apr May Jun Jul Aug Sep oct Dec

Figurc A3-6. Monthly GOES Statistics
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STATISTICS - LOCAL TIME

Hour Anom Hour Anom
(LT) Count (LT) Count

1] 11 12 2

Data File: DATA\ANOM4H (June 2, 1987) 1 9 13 2
2 10 14 3

Data Filter: BIRD=GOES 3 16 15 2
4 12 16 1

Date of First Anomaly: March 29, 1981 S 14 17 1
6 6 18 1

Date of Last Anomaly: October 8, 1986 7 8 19 2
8 2 20 o

Number of Days in This Interval: 2019 9 2 21 2
10 2 22 1

Mean Number of Days Between Anomalies: 18.0 11 1 23 4
TOTAL 112

SPACECRAFT ANOMALIES by LOCAL TIME for BIRD=GOES

20
16

12

8
I' lll'llll' II

S 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Figure A3-7. Local Time GOES Statistics
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4

Available Sensors and Detectors

mwmmmhumwnmumum
anomalies. hkhwdlhfmwwﬂlwmueamkmmmfaww-ﬁmmd
their spacecraft and environments. Contributions by instrument developers and investigators to this section are
welcomed.

A4.1 CRRES/SPACERAD Experiment Descriptions

M. S. Gussenhoven et al. (1985) describe in some detail the compliment of instruments ready to fly on the
CRRES spacecraft. The SPACERAD experiments are shown in Table Ad-1.

Table Ad-1. SPACERAD Experiments

Experiment Agency
Microelectronics Characteristics NRL/ATC/FST/Telenetics
Internal Discharge Monitor AFWL/AFGL/JPL
Total Dose Dosimeter AFGL/Panametrics
MOS Dosimeter (Total Dosc) NRL
High Energy Electron Spectrometer AFGL/Panametrics
Med. Energy Electron Spectrometer Aerospace
Med. Encrgy Electron/Proton Spectrometer AFGL/Aerospace
Low Energy Plasma Analyzer AFGL/Emmanucl/Mullard
Relativistic Proton Desector Acrospace
Proton Switches Acrospace
Proton Telescope AFGL/Emmanuel/MIT
Jon Composition Spectrometer Acrospace/Max Planck
Low Energy lon Comp. Spectrometer Acrospace/LASL
Heavy lon Telescope Acrospace/LASL
Fluxgate Magnetomeler AFGL/Schonstedt

Search Coil Magnctometer AFGL/U. of lowa
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Thermal Plasma Probe AFGL/U. C. Berkeley/Analytx/Regis College
Passive Plasma Sounder AFGL/U. of lowa

It is highly recommended that those sec*ing experiments to fly include the CRRES instruments in their
evaluations.

A42 SOPA Detector (Synchronous Orbit Particle Analyzer)

supplier
Richard Belian, (505) 667-9714, Los Alamos Nauonai Laboratory, P. O. Box 1663, Los Alamos,
New Mexico 87545.

purpose
The SOPA is a charged particle analyzer for space use. It measures fluxes of energetic clectrons,
protons, alpha particles, and other ions in a satellite’s locale to monitor the space environment.

method of operation
The detector consists of three solid stase ielescopes “looking™ in three different directions relative o
the spacecraft spin axis. Each iclescope consists of a thick back dztector, 3000 micrometers, and a
thin, 4 micrometers, front detcctor with a collimated 12° ficld of view.

advantages/uniqueness of instrument
The SOPA is designed 10 monitor electrons from 50 keV up 10 ~2MeV, protons from 50 keV up
10 ~S0MeV, and alpha particics from 500 keV up 10 1.3 McV. It also monitors carbon, nitrogen,
-douygmimsmipdyuddlpmkkswkh2>mbhumdanpmicleswhh2>mﬁm
above certain energics. Finally, the SOPA *“as a very high resolution E by dE/dx capability which
provides a AED1-AED?2 matrix.

results

weight
<11.5 Ib does not include data handling clectronics.

size
7"x12"x6"

power
4.0 watts

commands
On/off; PHA mode select; separate enabic/disable: for each of the six solid state detectors; in-flight
calibrate.

output data
Particle identification and encrgy rate channcls, pulse neight pairs for E by dE/dx.

special features
High tim : resolution; protons, electrons, and alphz particles for all three telescopes are sampled
every 0.640 seconds. High energy resolution (10 clectron channcls, 12 proton channcls, and §
carbon, nitrogen, and oxygen channels). The AEL'I-AED2 matrix is 1024 x 1024 channcls
covering ~0 10 60McV on each axis.

A4.3 Plasma Spectrometer

supplier
Samucl J. Bame, (505} 667-5308, (FTS) 843-5308, Los Alamos National Laboratory, P. O. Box
1663, Los Alamos, New Mexico 87545.
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purpose
The Plasma Spectrometer is a detector system used to monitor the plasma environment
surrounding its host satellite 10 evaluate the effect of the environment on spacecraft systems and
other instrumentation onboard. The measurements can be used to determine the spacecraft
charge potential. Electrons and ions are measured from 1 eV to 40 keV over ~94% of the 4x space
surrounding the spacecraft.

method of operation
Plasma particles that enier a curved plate electrostatic analyzer are bent into six channel electron
multipliers (CEM) by use of decaying voltage waveforms on the analyzer plates. Making use of
the spacecraft spin, electrons and ions are detected in six polar angle ranges extending between +70°
and -70°, and in 24 azimuthal angle ranges scanned during one spacecraft rotation. Individual
energy sweeps are divided into 40 energy intervals.

advantages/uniqueness of imstrumeni
This instrument is designed to measure both electrons and ions with one lightweight package in
order 10 conserve spacecraft resources. Both particle species are detected in a single analyzer by
means of a unique voltage switching of the CEM front end bias. The sensor package, including

power supplies, but without its logics system (composed of three cards), weighs 7.3 pounds and

m3.5waus. A simple modification, which includes the logic cards in the package would
increase the weigh by ~1.5 pounds.

results
Full time monitoring of the plasma cavironment of the spacecraft and the spacecraft charge level.

weight
<8.8 pounds

Fits within 26" x 6.5" x 127 volume, including logic cards.
power
4.0 watts, including logics.
commands
On/off; four mode selects; CEM high voltage level selects; four power supply on/offs; calibrate.
output data
The output data count matrices of electrons and ions composed of counts at 40 energy levels from
CEMSs measured in 24 energy sweeps during a spacecraft revolution. Various combinations such
as integration over the six CEMs or iclemetering every-other-counts-sampie can be used o reduce
bit rate requirements.
special features
Jons and electrons from 1 ¢V 0 40 keV are measured using one lightweight package containing a
single electrostatic analyzer and one set of channel electron multipliers. Future models are being
developed which will allow comprehensive measurements to be made over most of 4x space from
a 3-axis stabilized spacecraft.

A4.4 Pulse Monitor

supplier
Dr. Harry C. Kcons, (213) 336-6519, The Aerospace Corporation, P. O. Box 92957, Los
Angeles, California 90009.

description
The Pulse Analyzer measures the amplitude <« clectromagnetic emissions in the time domain from
14 ns w0 16 ms. The measurements are made on four sensors: (1) a loop antenna around the space
vehicle command distribation unit, (2) a wire in a typical space vehicle cable bundle, (3) an
external short dipole antenna, and (4) a digital command line to the Pulse Analyzer package. The
primary objective is to verify that electrical discharges are occurring on the vehicle. Secondary
objectives are 10 measure the pulsc amplitudes and shapes produced by the discharges. The signal
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processor may be switched by ground command 0 any subset of the four sensors. It then steps
automatically through the sclected sensors, monitoring each in tumn for 16 seconds. When a signal
exceeds the threshold, its amplitude is sampled 16 times to determine the shape of the pulse. The
16 sa:nples may be spaced logarithmically or linearly. The minimum spacing is 14 ns. There are
¢cight commandable options. The amplitude is measured by a bank of 245 discriminators -- 12
positive and 12 negative. The range of ihe voltage measurement is S mV 1o 2 V. The signal from
cach sensor can be atlenuatced to place it within this range. The voltage threshold, timing
sequence, and attentuation can be independently sct for each sensor. The instrument is commanded
by a 22-bit serial digital command. Only the seven least significant bits of the command are used.
One pulse shape measurement is made each 1/2 second. In addition, there are four counters which
count the number of times in one second that each of four presclected thresholds are exceeded.
These are also three analog housckeeping measurements which monitor power and temperature.

2kg
9" x 10"x 2"

10.9 watts

data requirements

256 bits/sec

A4S SSPM

supplier

Dr. Haery C. Koons, (213) 336-6519, The Acsospace Corporation, P. O. Box 92957, Los

description

The Satellitec Surface Potential Monitor (SSPM) measures the charging potentials and currents
front surface potential of an isotated sample of maierial by directly measuring the back surface
voltage. Each sample is surounded by a gold frame which is grounded o chassis. Behind the
center of each sample is a vibrating recd electrometer which has been calibrated to give the front
surface potential from a measurcment of the back surface potential. Current through the sample is
measured by a high impedance clectrometer. Each sampie is approximately 6 inches square.

33kg
13" x13"x 2"

4 watts

data reguirements

96 bits /sec

A4.6 2d Plasma Analyzer

supplier

Dr. J. F. Fennell, (213) 336-707S, The Acrospace Corporaiion, P. O. Box 92957, Los Angcics,
California 90009.
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description
The 2d Plasma Analyzer is a toroidal design which measures electrons and ions over 180° 1o 360°
in a plane, depending on the configuration used. The field of view is fan shaped and, on a spinning
spacecraft, will provide a three-dimensional mcasurement of the plasma distributions. The energy
range covered is 50 eV to 30 keV and the geometric factor is on the order of 103 cm?2 srkeV. The
supporting digital electronics and satellite interface (DPU) is in a separate package.

weight
5 kg for sensor, 2.3 kg for DPU

size
26x21x25cm,DPU26x 21 x 8 cm

power
12 watts

data requirements
2275 bps

A4.7 1D Plasma Analyzer

supplier
Dr. J. F. Feanell, (213) 336-7075, The Acrospace Corporation, P. O. Box 92957, Los Angeles,
description
The wnidirectional Plasma Analyzer is a self-contained unit which measures electrons and ions in
the energy range 50 cV/Aq 10 30 ke V/q within a 20° x 20° field of view. The sensor, analog, and
digital clectronics, plus the satcllite intcrface, are contained in one package.
weight

45kg
size
26x21x17cm
power
6.5W
data requirements
300 bps
A4.8 Internal Discharge Monitor
suppher
Dr. Paul Robinson Jr., (818) 3543882, Jct Propulsion Laboratory, 4800 Oak Grove Drive,
Pasadena, California 91109.
purpose

The pupose of the Intenal Discharge Monitor IDM) is to detect and record discharges in samples
that build up a charge due to penetrating radiation. Each sample is enclosed in its own RF-tight
minibox so that the instrument docs not detect transients other than those from the sample. There
is a thin cover which allows most high energy electrons 10 penetraie, but excludes low energy
particles.

method of operation
A nanosccond response time event detector registers which sample in the sample tray of 16
samples discharged. Results are telemetercd down at a very slow raie. IDM was originally designed
to fly on CRRES, which is well instrumentcd to allow correlation of discharges with the
environment.

advantages/uniqueness of instrument
This instrument does not record very many false events. This is due in part to the carcful isolation
of cach sample. Samples should be chosen for the mission. For example, typical materials from
the spacecraft itself could be flown along with well calibrated materials from previous flights.
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results

Results are discharges for each sample as a function of time. The threshold trigger can be crudely
set.
weight

38 pounds for 16 samples

12.5" x 10.875" x 9.675"

size

power
10 watts

data requirements
2 bps; commands: on/off, attentuate each channel, calibrate; output data: sample which discharged,
S/C clock.

special features

Future models will include a high speed digitizer to capture pulse height and shape information.

A49 FMDS: An Automatic Plasma-Contactor System for Spacecraft Potential Control

supplier

Bert Shuman at the Air Force Geophysics Laboratory, (617) 377-3991, or Ron Robson at Hughes
Research Laboratories, (213) 317-5391.

summary
The Flight Model Discharge System (FMDS) is a unique spacecraft-charging-control system which
automatically monitors environmental parameters that indicate the development of a charging
hazard and activates the SPACECLAMP plasma source 10 protect the spacecraft in the event a
hazard is detected. FMDS is intended for service on geosynchsonous-Earth-orbit (GEO) spacecraft.

introduction
As described in Chapter 7, it has been demonstrated that the operation of a small onboard plasma
source, called a plasma contactor, can prevent spacecraft charging, thereby avoiding ESD hazards
and affording new potential-control capability to scientific spacecraft. To employ a plasma
contactor in practice, however, requires either that the plasma contactor be operated cont*nuously
for the life of the spacecraft, or that some form of electronic intelligence be added to enable the
sysiem 10 determine when the contactor should be activated. The former (continuous-operation)
approach requires both unnecessarily massive tankage of the plasma contactor’s working gas and an
unnccessarily long plasma-contactor lifetime. The latter (intelligent-system) approach offers
substantial advantages not only of red:wed tankage and operating-lifetime requirements, but also of
operational flexibility and autonomy. In this Appendix, we briefly describe the design and
operating characteristics of the inielligent spacecraft-charging control system being built at Hughes
Research Laboratory (Contract No. F19628-83-C-0143). The system is called the Flight Model
Discharge System (FMDS).

Figure Ad-1 shows a block diagram of the FMDS, and Figure A4-2 shows its physical
layout. The system consists of a Hughes SPACECLAMP plasma contactor, which provides: the
surface- and frame-neutralizing flow of low-¢nergy plasma; a number of sensors, which measure
eavironmental propertics; and a microprocessor-based controller, which interprets the sensor data to
identify the presence of a charging hazard and operates the plasma contactor through its associated
power supplies and gas-feed system. This idca was described in Chapter 7; here we describe the
seasors, controller, and operation of the FMDS.
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Figure Ad-1. SPACECLAMP Block Diagram

A49.1 FMDS Environmental Semsors

The seasors carried on FMDS are similar [with the exception of the transient pulse mositor (TPM), which
isancw.novelduip]bmWhmmﬂmMKAmAm&l)mmmm
less resolution and greater simplicity. They include eiectrostatic ion and clectron encrgy analyzers (ESA and ¢ESA,
respeciively), two surface potential monitors SPMs, and a TPM. The functions of these instruments are lisied in
Table A4-2.

In a sicreotypical charging cvent, the sequence of cvents might be as follows: (1) a magnetic subsiorm
devebps.mnemmcﬁmdw{mummmmaummmm
cm(s)uwmmdpumm«)mummumm Referring 0
Table Ad-2, it is clear that there is a one-to-one comespondence between this chain of cvents and the capabilitics of
the instruments present in the FMDS: each instrument is capable of desccting cvents corresponding 10 a particular
phase of the development of the charging cvent. The cESA detects the change in the clectron-encrgy spectrum
corresponding 10 the hot-clectron injection that identifics the beginning of the charging hazard. The SPMs, which
mcasure the posential of isolased diclectrics relative 10 frame potential, detect differential chacging. The iESA can
desect frame charging because no ions will be
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Table A4-2. FMDS Instrumemt Functions

Imstr, Eroperty Measared Charging Hazard
e¢ESA Electron energy spectrum Substorm onset

iESA lon energy spectrum Spacecraft charging
SPM Postential of isolated dielectric Differential charging

TPM Mxﬁeldmdcadmm Surface ESD




A49.2 FMDS Conmtroller

The FMDS controller is 2 microprocessor-based device that scrves three principal functions:

(1) it processes instrumental data 0 decide when a charging hazard is present,

(2) it tumns the SPACECLAMP plasma contactor on and off as required, and

(3) it provides telemetry data 1o the spacecraft and accepts and executes commands received from the

The FMDS controller normally operates in a 4-second cycle, during which it acquires data from all of the
instruments, executes algorithms to determine if a charging hazard i1s present, assures that the plasma contactor is in
the desired operating mode, sends telemetry to the spacecraft if it is requested, and looks for commands being sent
from the spacecraft. In this automatic mode, FMDS is completely autonomous, requiring no spacecraft or ground
activity W protect the spacecraft from charging. A number of other modes are also available, which include the
capability for manual operation of the SPACECLAMP plasma contactor from the ground.

Commands to the FMDS controller are used to change the operating mode, to power instruments up and
down or mask them off from consideration in the charging algorithms, 10 change decision points and thresholds in
the charging and SPACECLAMP-control algorithms, and, if desired, to rewrite the algorithms themselves. This
command capability affords tremendous capability to fine-tanc FMDS operations while it is in sesvice on orbit.

A4.10 Coacluding Comments
FMDS is a unigue charging-control sysicm which automatically monitors environmental signals that
indicate the development of a charging hazard and activates the SPACECLAMP proiective device in the event 3
hazard is detected. (SPACECLAMP is capablc of ignition im lcss than a second; it is shut down afier a presct time
period if there is no remaining evidence of a charging enviroament.)
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